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Message from MMTC Chair 
 

 

Dear MMTC members, 

  

It is quite excited that we will have another MMC 

meeting coming soon in ICC 2010 at Cape Town, 

South Africa from May 23-28. I am looking 

forward to seeing all of you there for our MMC 

meeting, which has a draft agenda as follows. 

  

0. Informal discussion and networking time 

1. welcome new members /introduction 

2. Last meeting minutes approval 

(Globecom 2009) 

3. Report on Conferences activities 

CCNC 2010, ICC 2010, ICME 2010, 

Globecom 2010, ICC 2011, Globecom 

2011 

4. TAC Report 

5. MMTC IGs Reports - all IG chairs 

6. Sub-committees Report 

7. Report for Newsletter activity 

8. Report on recent status related to ICME 

conference and IEEE Transactions on 

Multimedia journal 

9. Election of new officers of MMC 

10. Suggestions & discussions – everyone 

11. Adjourn 

 
Please note that one of the very important items we 

will discuss in this MMC meeting is the election of 

new officers of MMC. A nomination committee 

that includes several past committee chairs has 

been formed. Nelson is serving as the nomination 

committee chair. Please actively join the election 

process. 

  

As the chair of MMC during 2008-2010, I would 

like to take this opportunity on behalf of all the 

current officers to express our gratitude for all your 

strong supports and collaboration during the past 2 

years. 

  

Again, looking forward to seeing you in Cape 

Town, South Africa soon. 

 

 

 

 
 

Cheers, 

Qian Zhang 

IEEE ComSoc MMTC Chair 
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Message from E-Letter Director 
 

 

As reported, Ericsson's President and CEO Hans 

Vestberg, recently at the Annual General Meeting 

of Shareholders, envisioned 50 billion ( 10*2
32

, 

decuple IPv4 addresses) Internet connected devices 

by 2020, the true Internet of Things (IoT); he also 

predicted growing opportunities in media industry. 

In fact, multimedia is becoming a more critical and 

attractive application in mobile and embedded 

devices.   

 

This May issue of IEEE ComSoc MMTC bi-

monthly E-Letter features a special topic and 

technology advances for embedded and mobile 

multimedia.   

 

First, Dr. Mischa Dohler (CTTC, Spain) brings 

together a wonder special issue on multimedia over 

embedded systems, which contains six invited 

papers with diverse topics dealing with multimedia 

over wireless multimedia sensor networks (such as 

visual and video sensor networks) including: self-

organized control in visual sensor networks of 

wireless cameras, cross-layer design and 

optimization in video sensor networks, leveraging 

distributed in-network processing to improve 

multimedia delivery in wireless sensor networks, 

secure multimedia in sensor networks, video 

transmission in 6LoWPAN/IEEE 802.15.4 multi-

hop sensor networks, and research challenges and 

open issues for multimedia over embedded systems.  

 

The technology advance column includes four 

invited papers and one published paper from 

editor‟s recommendation:  

 

 “Networking Coding – Enabling the 

Multimedia Wireless Internet” from 

Marie-Jose Montprtit and Muriel Medard,  

 “Video Coding Solution for VANETs” 

written by Mohammed Ghanbari, Martin 

Fleury and Nadia N. Qadri,  

 “Modeling and Resource Allocation for 

HD Videos over WiMAX Broadband 

Wireless Networks” co-authored by Abdel 

Karim Al Tamimi, Chakchai So-In and 

Raj Jain 

 “Exploiting Channel Fading and SVC in 

Wireless Video Streaming contributed by 

Honghai Zhang, Mohammad A. 

Khojastepour, Ravi Kokku, Rajesh 

Mahindra and Sampath Rangarajan.  

 In addition, a recently published paper 

titled with “Robust Video Transmission 

with Distributed Source Coded Auxiliary 

Channel” by J. Wang, A. Majumdar, and 

K. Ramchandran is recommended by Dr. 

Guan-Ming Su.  

 

I would like to thank all editors and authors for 

their great efforts and contributions to this issue. I 

hope you find some pieces interesting.  

 

 

Chonggang Wang, Ph.D 

 

Director of IEEE ComSoc MMTC E-Letter 

InterDigital Communications, USA 

cgwang@ieee.org 

 

mailto:cgwang@ieee.org
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SPECIAL ISSUE ON EMBEDDED SYSTEMS 
 

Multimedia Over Embedded Systems 

Guest Editor: Mischa Dohler, CTTC, Spain 

mischa.dohler@cttc.es

Wireless Sensor Networks (WSNs), primarily 

realized by means of embedded systems, have 

largely been designed and investigated in the past 

decade to carry small amounts of fairly delay-

tolerant sensed data, albeit at the highest possible 

energy efficiency. This paradigm has driven 

various communities implicated in the design of 

said systems, including the signal processing, 

telecommunications and computer science 

communities. Algorithms and protocols were 

designed to facilitate the transmission of low-rate 

delay-tolerant data bundles at unprecedented 

energy efficiencies without (significantly) 

jeopardizing operational reliability.  

 

This is until I.F. Akyldiz, et al., came along and 

published a true visionary – and that time 

unthinkable – milestone paper (“Wireless Sensor 

Networks: A Survey,· in 2002) in which the use of 

embedded wireless sensor networks for multimedia 

applications has already been hinted at. Having 

guided our entire community, numerous 

contributions have emerged ever since. A quick 

search in IEEE Xplore reveals that almost 100 

papers have been published in the last years on this 

subject.  

 

A special issue dedicated this topic has hence been 

overdue. I have thus aimed at collecting some 

position and vision papers from leading scientists 

in the field, who stem from different communities 

and have some very differing backgrounds, and 

who deal or have been dealing with the topic at 

hand. This, so I hope, shall serve as a guiding hand 

for the multimedia and signal processing 

communities over the upcoming years. I also hope 

that this not only serves the academic community 

but also an industrial community so that embedded 

multimedia systems and applications are ubiquitous 

this time 5 years from now. 

 

I have assembled these six papers in the following 

order. First, “Self-Organized Control for Visual 

Sensor Networks” by Naoki Wakamiya and 

Masayuki Murata advocates a self-organizing 

paradigm to improve multimedia transmission over 

embedded systems. Second, “Cross-layer 

Optimization in Video Sensor Networks” by 

Tommaso Melodia and Wendi Heinzelman outline 

some pending challenges in cross-layer designs. 

Third, “Harnessing Collective Power of Sensor 

Nodes as Distributed Embedded Systems” by 

Eylem Ekici shows that distributed processing is 

advantageous from a performance point of view. 

Fourth, “Open Issues in Secure Wireless 

Multimedia Sensor Networks” by Alfredo Grieco, 

Sabrina Sicari, and Gennaro Boggia focuses on 

security and trust issues which are important to 

numerous multimedia applications. Fifth, “Video 

Transmission Over A Standards-Based Wireless 

Multi-Hop Sensor Network” by Thomas Watteyne, 

Fabien Chraim, Nahir Sarmicanic, Chris Jian and 

Kristofer S. J. Pister from Berkeley shows that and 

how latest IEEE/IETF protocols facilitate 

transmission of multimedia information over 

embedded systems. Finally, “Current And Future 

Open Research Issues On Multimedia Over 

Embedded Systems” by Ilias Politis and Tasos 

Dagiuklas outlines some future research issues.  

 

I hope you will enjoy reading these contributions 

of this special issue dedicated to multimedia over 

embedded systems. 

 

Mischa Dohler 

CTTC, Barcelona 

May 2010 

 

 
 

 

Mischa Dohler [www.cttc.es/home/mdohler] is 

now Senior Researcher with CTTC in Barcelona, 

working on wireless sensor, machine-to-machine, 

femto, cooperative, cognitive and docitive 

networks. He is also co-founder of Worldsensing 

[www.worldsensing.com] which provides real-time, 
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mission-critical sensing and actuation applications; 

multimedia for security being one of such 

applications.  

Prior to this, from June 2005 to February 2008, he 

has been Senior Research Expert in the R&D 

division of France Telecom. From September 2003 

to June 2005, he has been lecturer at King's 

College London, Centre for Telecommunications 

Research. At that time, he has also been London 

Technology Network Business Fellow for King's 

College London, as well as Student Representative 

of the IEEE UKRI Section and member of the 

Student Activity Committee of IEEE Region 8 

(Europe, Africa, Middle-East and Russia). 

He obtained his PhD in Telecommunications from 

King's College London, UK, in 2003, his Diploma 

in Electrical Engineering from Dresden University 

of Technology, Germany, in 2000, and his MSc 

degree in Telecommunications from King's 

College London, UK, in 1999. Prior to 

Telecommunications, he studied Physics in 

Moscow. He has won various competitions in 

Mathematics and Physics, and participated in the 

3rd round of the International Physics Olympics for 

Germany. 

In the framework of the Mobile VCE, he has 

pioneered research on distributed cooperative 

space-time encoded communication systems, 

dating back to December 1999. He has published 

more than 120 technical journal and conference 

papers at a citation h-index of 21 and citation g-

index of 43, holds several patents, co-edited and 

contributed to several books, has given numerous 

international short-courses, and participated in 

standardization activities. He has been TPC 

member and co-chair of various conferences, such 

as technical chair of IEEE PIMRC 2008 held in 

Cannes, France. He is and has been editor for 

numerous IEEE and non-IEEE journals and is 

Senior Member of the IEEE. 
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Self-Organized Control for Visual Sensor Networks 

Naoki Wakamiya and Masayuki Murata, Osaka University, Japan 

{wakamiya, murata}@ist.osaka-u.ac.jp

1. Introduction 

A visual sensor network consisting of embedded 

visual sensor nodes, e.g. wireless cameras, is 

promising as a monitoring and surveillance system 

for the high visibility and the amount of 

information that video images provide. However, it 

suffers from limitations on the wireless 

communication capacity and the computational 

capacity [1]. For the limited bandwidth, an attempt 

to collect high-quality video data from all camera 

nodes to a monitoring center always fails and it 

results in corruption of perceived video images. 

Although mechanisms such as bandwidth 

allocation, retransmission control, and FEC 

(Forward Error Correction) have been proposed to 

maintain the quality of video images in a lightly 

loaded and moderately congested wireless network, 

they do not help much when the volume of video 

traffic is, for example, twice as much as the 

capacity of the network. Therefore, we need 

application-level control to regulate the amount of 

video traffic in addition to network-level 

congestion control. Furthermore, the mechanisms 

should be simple and light enough so that it can be 

easily implemented on powerless embedded nodes. 

 

From a viewpoint of applications, not all video 

images are equally important. It implies that we 

can consider such a mechanism where the quality 

of video images is high at a camera node detecting 

a target, e.g. a suspicious person, while keeping the 

quality low at the other nodes to control the amount 

of video traffic not to exceed the network capacity 

[2,3]. At the same time, network-level congestion 

control is required to mitigate buffer overflow and 

packet loss caused by the heterogeneous and 

unbalanced video traffic. Such congestion control 

can be accomplished by allowing a node who has 

more packets in a buffer to have the higher 

transmission rate than other nodes [4]. Although it 

might be possible that a single central node 

determines and dictates the video quality and the 

transmission rate to all camera nodes, it involves 

the considerable control overhead in collecting the 

up-to-date information about the location of targets 

and the buffer occupancy and to disseminate the 

control message to all nodes. As such it works only 

in a small-scale network. 

 

In this paper, we propose mechanisms of video 

quality control and congestion control which are 

scalable to the number of camera nodes and 

adaptive to the number, location, and velocity of 

targets. In our proposal, each node determines the 

video quality and the transmission rate based on 

local information that it obtains by exchanging 

messages with neighbors. As a consequence of 

mutual interaction among nodes, the globally 

organized application-level and network-level 

control emerges. That is, self-organization [5]. In a 

self-organizing system, the global pattern appears 

as a result of mutual interaction among simple 

agents behaving based on local information. We 

adopt a reaction-diffusion model [6] as the 

fundamental theory of self-organized control 

mechanisms on both of application and network 

levels in this paper. With our mechanisms, each 

node only need to evaluate the reaction-diffusion 

equations based on the information about itself and 

neighbors for video quality and congestion control. 

 

2. Reaction-Diffusion Model 

A reaction-diffusion model expresses chemical 

reactions of morphogens intra- and inter-cells. Alan 

Turing explained self-organization of periodic 

patterns on the surface of body of fishes and 

mammals by using the model [6]. A general form 

of a reaction-diffusion model of two virtual 

morphogens called activator and inhibitor is 

formulated by a pair of temporal differential 

equations as follows. 

vDvuG
t

v

uDvuF
t

u

v

u

2

2

),(

),(

 

where u and v are the concentrations of 

morphogens. The first term of the right-hand side is 

called a reaction term corresponding to chemical 

reactions within a cell formulated by functions F 

and G. The second term is called a diffusion term 

corresponding to chemical interactions between 

neighbor cells. Du and Dv are the diffusion rates 

and 
2

 is the Laplacian operator. 

 

Depending on the form of reaction-diffusion 

equations and their parameters, a variety of 

patterns, such as stripes, maze, and spots, can be 

generated. In the reaction-diffusion model, the 

following two conditions must be satisfied to 

generate patterns. First, the activator activates itself 
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and the inhibitor, whereas the inhibitor restrains 

itself and the activator. Second, the inhibitor 

diffuses faster than the activator (Dv > Du). Now 

assume that the concentration of activator slightly 

increases in the field of homogeneous morphogen 

concentrations, the concentrations of activator and 

inhibitor are increased around the point by being 

activated by the activator. The generated inhibitor 

diffuses faster than the activator and restrains 

generation of activator at further areas. On the 

other hand, the activator stays at the point and the 

concentration of activator is kept higher than that 

of inhibitor. Consequently, the diversity in the 

concentration of activator emerges and a pattern of 

heterogeneous morphogen concentrations appears. 

 

 

 
Fig. 1: Visual Sensor Network. 

 

3. Reaction-Diffusion based Self-organized 

Control for Visual Sensor Network 

Figure 1 illustrates our system model. Camera 

nodes with capability of wireless communication 

and motion detection are distributed in a monitored 

region. It is not necessary that nodes are arranged 

in a grid as far as a wireless network is connected 

where there is no isolated node, but we hereafter 

assume a grid layout for the ease of explanation. 

Each square corresponds to the area that a camera 

observes. A camera node can communicate with 

four neighbors in up, right, down, and left 

directions. It has a packet buffer for each of 

neighbors. Video images obtained by camera nodes 

are collected at a monitoring center, which is 

behind a wired connection, through multi-hop 

wireless communication among nodes. 

 

Now, there is a target moving toward the right. The 

video quality at a camera node which has a target 

in its observation area must be as high as possible 

to have detailed video images of the target. A 

camera node of the neighbor area in the moving 

direction should provide high-quality images 

preparing for the future movement. Surrounding 

nodes also set the video quality at the moderate 

level, so that they can deal with the sudden and 

irregular movement of the target.  

Consequently, we see a spatial pattern of 

heterogeneous distribution of video quality, i.e. a 

spot centered at the node detecting the target. Here, 

we can directly adopt the reaction-diffusion model 

in order to autonomously generate the spot pattern 

through local interaction among neighbors. Nodes 

maintain and calculate virtual morphogen 

concentrations and set the video quality in 

accordance with the concentrations. However we 

need to extend the model to have a spot spreading 

toward the moving direction of a target while 

keeping the total amount of video traffic within the 

wireless network capacity. In our mechanism, a 

node detecting a target in its observation area adds 

the small and constant amount of activator, called 

stimulus, in the reaction-diffusion equation to 

increase the activator concentration and generate a 

spot centered at the node. The stimulus propagates 

to neighbors and further nodes in the moving 

direction of a target while decreasing the amount. 

 

As a result of the above-mentioned video quality 

control, there appears the concentration of video 

traffic on the path from the spot to the monitoring 

center. Then, packet losses would occur at a node 

on the path by exceeding the capacity of the packet 

buffer for the next-hop node to the monitoring 

center, while local buffers for the other neighbors 

and buffers of the other neighbors have room for 

more packets. Therefore, it is effective to distribute 

the load among local buffers and among neighbors 

to suppress packet loss. We can easily combine 

these two mechanisms by using the reaction-

diffusion model. From a mechanistic viewpoint, 

the reaction term corresponds to local control 

within a node and the diffusion term realizes 

mutual interaction between neighbors. 

 

We briefly explain the basic behavior of node 

adopting the reaction-diffusion model for video 

quality control and congestion control. A node 

monitors the buffer occupancy and the observation 

area by a camera. The state information is 

exchanged among neighbors by being embedded in 

a HELLO message at a regular HELLO interval. 

The information contains the concentrations of 

virtual morphogens, the amount of stimulus, and 

the total number of packets stored in buffers. A 

node evaluates two reaction-diffusion models, i.e. 

one for video quality control and the other for 

congestion control, based on the information of 

itself and neighbors. Equations are spatially and 
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temporally discretized and transformed to integer 

arithmetic. For video quality control, the 

morphogen concentrations are updated and a node 

sets the video quality accordingly. If there is a 

target in the observation area, a node sets the 

stimulus. For congestion control, by the reaction 

term a node determines weights of the WRR 

(weighted round robin) scheduler to give more 

weight to a packet buffer with more packets than 

others and let packets leave the buffer more often. 

The diffusion term determines CWmin (the 

minimum of contention window) of IEEE 802.11 

CSMA/CA in accordance with the relative buffer 

occupancy, where a node with more packets has a 

smaller CWmin and obtains more chances to find the 

available channel than neighbors. 

 

4. Conclusions 

In this paper, we briefly explain our idea to adopt 

the reaction-diffusion model to control both of 

video quality and congestion in a self-organized 

manner in visual sensor networks. Self-

organization must lead to the scalability, 

adaptability, and robustness of the system. 

Although our preliminary results prove the 

performance of our idea, not shown for space 

limitation, we need to evaluate our proposal from 

the above aspects rather than the performance. 
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Cross-layer Optimization in Video Sensor Networks 

Tommaso Melodia, SUNY Buffalo, USA 

 Wendi Heinzelman, University of Rochester, USA 

tmelodia@eng.buffalo.edu, wheinzel@ece.rochester.edu

1. Introduction 

Video Sensor Networks (VSN) (also referred to as 

multimedia sensor networks [1], or visual sensor 

networks [2]) are being made possible by the 

integration of low-power wireless networking 

technologies with inexpensive CMOS cameras and 

microphones. Video sensor networks are self-

organizing, intelligent wireless systems of 

embedded and resource-constrained devices 

deployed to retrieve, distributively process, store, 

correlate, and fuse multimedia streams. VSNs can 

potentially constitute a viable alternative to 

ubiquitously deployed wired surveillance systems. 

Once properly regulated, the availability of 

affordable VSN systems will enhance the ability of 

private citizens and law enforcement officers to 

observe and monitor locations and events in an 

unprecedented way, enabling sophisticated real-

time scene analysis. We envision that users will be 

able to gather information about the physical 

environment by issuing simple textual queries, 

accessing remote VSNs connected to the Internet 

through application-level gateways.   

 

The characteristics of VSNs diverge considerably 

from wired network paradigms such as the Internet, 

and even from traditional sensor networks. VSN 

applications require the sensor network paradigm 

to be re-thought in view of the need for adaptation 

and cross-layer optimization to deliver 

video/multimedia content with predefined levels of 

quality of service (QoS). While minimizing the 

energy consumption has been the main objective in 

sensor network research, mechanisms to efficiently 

deliver application-level QoS (e.g., target video 

distortion), and to map these requirements to 

network-layer metrics have not been primary 

concerns.  

 

In this position paper, we discuss some key 

research challenges in video sensor networks from 

a network design perspective. In particular, we 

discuss the need for adaptation and cross-layer 

optimization in protocol design, and the need for a 

tighter integration and co-design between 

networking functionalities and image/video sensing 

and processing.  

 

2. Cross-Layer Networking 

In multi-hop wireless networks the attainable 

capacity of each wireless link depends on the 

interference level at the receiver. This, in turn, 

depends on the interaction of functionalities that 

are distributively handled, such as power control, 

routing, and rate policies. Hence, capacity and 

delay attainable at each link are location dependent, 

vary continuously, and may be bursty in nature, 

thus making QoS provisioning a challenging task. 

Therefore, there is a strict interdependence among 

functions handled at all layers of the 

communication stack, which are inherently and 

strictly coupled due to the shared nature of the 

wireless communication channel. In addition to this, 

performance metrics in VSNs may be directly tied 

to the perceived video quality at the receiver rather 

than to traditional network metrics such as 

throughput. Furthermore, the required video quality 

may vary over time, and the network must adapt to 

meet these changes, providing the required video 

quality while minimizing resource utilization. 

Cross-layer protocol architectures, including 

information-sharing and layer fusion designs, 

enable such coupling of the protocols and allow 

adaptation for optimal resource utilization in VSNs. 

 

Cross-layer Information-sharing. An 

information-sharing architecture that provides 

shared data repositories that all protocols can 

access is described in [3]. In this architecture, 

called X-Lisa, there is a common interface to the 

data repositories that allow protocols to update data 

and to read data when needed. This architecture 

includes middleware support such that application-

level information can be shared with network 

protocols. This is vital for VSNs, where the QoS 

information (e.g., distortion) must be considered by 

the protocols for optimal resource utilization. 

Additionally, X-Lisa supports proactive event 

notification, such that protocols can subscribe to be 

notified of a change in any data stored in the 

repositories (for example, changes in link quality) 

or of any changes in application QoS. This enables 

the protocols to react immediately to important 

changes in the network or the application goals, 

ensuring efficient operation of the VSN while 

continuously meeting QoS goals.  

 

Cross-layer architectures such as X-Lisa provide 

protocols with access to network-level and 

application-level information. One important 

mailto:tmelodia@eng.buffalo.edu
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challenge is how to use this information to adapt 

the protocols. For example, as link conditions or 

QoS requirements change, at the PHY layer, the 

transmit power or the packet length may be 

adjusted, while at the MAC layer, duty cycle or 

back-off windows may be adjusted. How best to 

adapt and coordinate the adaptation of the different 

layers and across different VSN nodes is an 

important area of research. 

 

Video Quality-driven Cross-layer Optimization. 

An alternate approach that considers an integrated, 

cross-layer architecture for video streaming in 

VSNs is pursued in [4]. A multi-hop wireless 

network of video sensors deployed for surveillance 

applications is considered, and the focus is on 

reliable and real-time transport of video traffic. The 

objective is to design algorithms to efficiently and 

fairly share the common network infrastructure 

among the video streams generated by different 

video sensors, to deliver high-quality video on 

resource-constrained devices. To achieve this 

objective, the Distortion-Minimizing Rate Control 

(DMRC) algorithm is proposed, a decentralized 

cross-layer control algorithm that jointly regulates 

the end-to-end data rate, the video encoding rate, 

and the channel coding rate at the physical layer to 

minimize the distortion of the received video. The 

end-to-end data rate is chosen to avoid congestion 

while maintaining fairness in the domain of video 

quality (rather than data rate as in traditional rate 

control algorithms). Once the end-to-end data rate 

has been determined, the sender calculates the 

optimal proportion of video encoder rate and 

channel encoder rate based on the overall rate 

available and on the current quality of the wireless 

channel on the source-destination path, with the 

objective of minimizing the video distortion at the 

receiver. Cross-layer rate control algorithms 

designed to minimize the energy consumption 

while preserving video quality will be another 

important area of research. 

 

3. Integration Of Video Sensing, Processing And 

Networking 

Sensing and processing of multimedia content has 

mostly been approached as a problem isolated from 

the network design problem. Hence, research that 

addressed the content delivery aspects has typically 

not considered the characteristics of the source 

content. However, the sensing, processing and 

delivery of multimedia content are not independent, 

and their interaction has a major impact on 

performance. VSNs will support in-network 

processing algorithms operating on the sensed data. 

Hence, the QoS required at the application level 

will be delivered by means of a combination of 

cross-layer optimization and in-network processing 

of sensed data streams that describe the 

phenomenon of interest from multiple views, with 

different media, and using multiple resolutions. 

Thus, it is necessary to develop application-

independent and self-organizing architectures to 

efficiently perform in-network processing of 

multimedia content. Examples of such interactions 

between sensing, processing and networking 

include compressed sensing paradigms as well as 

power-rate-distortion frameworks for resource 

allocation. 

 

Video Encoding Based on Compressed Sensing. 

As an example of integration between sensing, 

processing and networking, video encoders based 

on the recently proposed compressive sensing (CS) 

paradigm [5] may offer a viable solution to the 

problems of encoder complexity and limited 

resiliency to channel errors that characterize 

predictive encoders. Compressed sensing is a new 

paradigm that allows the recovery of signals from 

far fewer measurements than methods based on 

Nyquist sampling. In particular, the main result of 

CS is that an N-dimensional signal can be 

reconstructed from M noise-like incoherent 

measurements as if one had observed the M/log(N) 

most important coefficients in a suitable base [6]. 

Hence, CS can offer an alternative to traditional 

video encoders by enabling imaging systems that 

sense and compress data simultaneously with low-

complexity encoders.  

 

In [7], the performance and potential of CS-based 

video transmission in video sensor networks was 

evaluated. In CS, the transmitted samples 

constitute a random, incoherent combination of the 

original image pixels. This means that, unlike 

traditional wireless imaging systems, in CS no 

individual sample is more important for image 

reconstruction than any other sample. Instead, the 

number of correctly received samples is the only 

main factor in determining the quality of the 

received image. Hence, a peculiar characteristic of 

CS video is its inherent and fine-grained spatial 

scalability. The video quality can be regulated at a 

much finer granularity than traditional video 

encoders, by simply varying the number of samples 

per frame. Also, as shown in [7] a small amount of 

random channel errors does not affect the 

perceptual quality of the received image at all, 

since, for moderate BERs, the greater sparsity of 

the “correct” image will offset the error caused by 

the incorrect bit. CS image representation is 

completely unstructured: this fact makes CS video 
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more resilient than existing video coding schemes 

to random channel errors. This simple fact has 

deep consequences on protocol design for end-to-

end wireless transport of CS video (especially at 

the link and transport layers of the protocol stack), 

which are to be addressed in future research. 

 

Power-Rate-Distortion Models. Another example 

of the need for tight integration of the networking 

with the sensing and processing is shown in the 

resource optimization frameworks that have 

recently been developed. Recognizing that VSNs 

are limited both in bandwidth and in energy, these 

frameworks extend the traditional rate-distortion 

(R-D) models for image processing to include 

power consumption. These power-rate-distortion 

(P-R-D) frameworks can be used to determine the 

optimal allocation of the constrained resources to 

the different components of a VSN node [8], [9]. 

Initial work on P-R-D frameworks for VSNs 

looked at the integrated optimization of power and 

rate for the compression and transmission modules 

[8]. More recent work includes the sensing in the 

optimization framework to ensure that all aspects 

of the VSN node are considered in resource 

allocation for a particular QoS (distortion) [9]. 

These works show the potential benefit of 

integrated optimization considering a simplified 

networking scenario. How to extend these 

frameworks considering multiple cameras‟ 

resources and medium access control issues is a 

challenging problem.  

 

4. Conclusions 

In conclusion, VSNs have unique challenges due to 

their high data rates and severe energy constraints 

coupled with the bandwidth-limited and time-

varying nature of wireless networks. Cross-layer 

designs that integrate decisions not only of the 

network layers but also considering the sensing and 

processing are crucial to the efficient operation of 

future VSNs. 
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1. Introduction 

With the evolution of the MEMS technology and 

the availability of low cost communication and 

computation hardware, Wireless Sensor Networks 

(WSNs) have been transformed from conceptual 

paradigms to reality [1] and are being used for 

environmental monitoring, urban safety, traffic 

monitoring, and battlefield surveillance. A big step 

forward in the realm of WSNs is the move from 

simple sensor hardware to more complex hardware 

to capture multimedia content. The so-called 

Multimedia Wireless Sensor Networks (MMWSNs) 

capture still images, video, and audio content from 

the observed area [2, 3, 4]. The multimedia content 

gathered by MMWSNs does not only increase the 

precision of applications including target tracking, 

environmental monitoring, and vehicle traffic 

monitoring and control, but also enable new 

applications such as accurate in-home patient 

monitoring, vision-based safety systems, and 

automated assistance for elderly and disabled in 

public areas. 

 

Delivery of multimedia content has been 

investigated for wired networks extensively over 

the past two decades. As in wired networks, high 

bandwidth demand and low and consistent delay 

requirements of multimedia streams are also 

primary concerns for MMWSNs. Additionally, low 

processing power of sensor nodes, energy 

constraints, and limited bandwidth availability 

must be considered while sustaining multimedia 

traffic in MMWSNs. Therefore, communicating 

multimedia content in sensor networks is a 

challenging task that requires further research. In 

this article, we highlight the interdependence of in-

network processing and the real-time 

communication requirements inherent to 

MMWSNs. Based on these observations, we 

advocate the use of distributed in-network 

processing to reduce the communicated 

information and to meet application-imposed 

latency constraints. 

 

2. Multimedia Delivery over MMWSNs 

MMWSNs are special types of WSNs that consist 

of small wireless nodes equipped with multimedia 

sensors such as microphones, still image, video, 

and infrared cameras. Surveillance 

is the primary application in a MMWSN. An 

example surveillance scenario with multimedia 

sensor is depicted in Figure 1. In this example, let 

the area marked with the ellipse be observed with 

multimedia sensors to detect and classify intruders. 

The information is obtained in streaming mode by 

multiple sensors. Different streams can optionally 

be processed in the network for aggregation to 

reduce the communicated data volume exploiting 

correlations in multimedia streams. Alternatively, 

multimedia data can also be processed according to 

application requirements. The resulting data stream 

is encoded using a Multiple Description Code [5] 

and delivered to the sink over multiple hops subject 

to delay and reliability requirements. 

 

 
 

Fig. 1: Example Surveillance Scenario with 

MMWSN. 

 

The requirements of the information delivered to 

the sink are directly determined by the application. 

Consider an example application where targets 

need to be classified. On the one extreme, 

information can be minimally processed and 

delivered to the sink for actual processing. Here, 

the raw data volume is high, but the processing 

required of sensors is minimal. 

On the other extreme, the entire classification can 

be done in the network, and only the outcome can 

be delivered to the sink. This results in significant 

processing in the network, yet very small 

communication overhead. The different levels of 

processing in the network resulting in different data 

volumes are referred to as versions of the same 

application. The effect of in-network processing 

and how communication and computation latencies 

can be accounted for is exemplified in Figure 2, 

where red arrows indicate an increase in the 

magnitude. 
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Fig. 2: Effect of In-Network Processing on 

Performance 

 

The crucial question that remains is how to 

implement in-network processing in a resource 

limited environment. Since most multimedia 

processing algorithms require significant 

computational and storage resources, this may 

seem to be an impossible task. However, it is 

possible to distribute the processing of information 

to various nodes in the network so as to minimize 

the execution time and reduce the processing as 

well as storage requirements for individual sensor 

platforms. Deferring the tradeoff between 

processing and communication to future 

investigations, we will focus on how a version of a 

complex algorithm can be implemented in a 

distributed manner in MMWSNs. 

 

3. Distributed Processing in MMWSNs 

Information aggregation in WSNs has been 

recognized as a powerful method to reduce the load 

on the network and prolong its lifetime. Reduction 

of communicated multimedia volume is an 

important step to reduce energy consumption in 

MMWSNs, as well. The processing power required 

to process multimedia content can be obtained 

through coordinated use of multiple sensor nodes. 

The processing can be done to aggregate correlated 

multimedia streams, to compress data, or extract 

application-specific information. As an example, 

two still images obtained from overlapping areas 

can be collated to generate a smaller volume image 

using image registration algorithms. Similarly, 

images obtained from multiple cameras can be 

processed in the network to deliver the location of 

an object rather than raw image data. Here, we 

propose to distribute processing to multiple sensor 

nodes. The applications are divided into tasks and 

assigned to sensor nodes. Our proposed solutions 

schedule execution of tasks and communication 

events to exchange intermediate results between 

sensors. The communication and computation 

scheduling is done such that the execution time and 

energy consumption is minimized. 

 

Let an application be represented as a Directed 

Acyclic Graph (DAG) T = (V,E), where the vertex 

set 
N
iivV 1}{ denotes the tasks to be executed and 

the edge set NjijieE ,...,1,, }{  denotes the 

communication events from vi to vj , where N is the 

number of tasks of the application. The weight of 

vertexes represents computation cost in number of 

clock cycles. The weight of edges corresponds to 

the data volume in bits that must be transmitted 

between sensors if two dependent tasks are 

executed on different sensors. An example DAG is 

shown in Figure 3(a). DAGs can represent different 

multimedia processing applications in a unified 

format and allow the use of the same scheduling 

algorithms. 

 

Given an application represented by a DAG, task 

matching (determining the location of task 

execution) and scheduling (determining the 

execution sequence) should be performed such that 

an objective function is minimized while satisfying 

a set of QoS constraints. Although this problem 

resembles traditional task matching and scheduling 

in high performance computing systems, WMSNs 

carry two important differences: (i) Sensors do not 

have dedicated point-to-point links and 

communicate over a shared wireless medium. (ii) 

Sensors have limited power supplies and 

communication events consume significant 

amounts of energy. 

 

Since all communication must go over the same 

wireless medium, it is only logical to represent the 

wireless channel as a special kind of processor, 

denoted by C, that can only process 

communication events. However, unlike sensors 

that can execute one task at a time, the exclusive 

access to the wireless channel is subject to spatial 

and temporal conditions. For instance, 

communications of two source-destination pairs (s1 

→ d1) and (s2 → d2) can only be scheduled 

simultaneously if the distances | s1, d2 | and | s2, d1 | 

are both large enough to avoid harmful interference. 

To accommodate different channel models and to 

model the effect of interference on data fidelity, we 

introduce a penalty function pen(s; t1; t2) that 

returns the penalty of the sensor s transmitting data 

over the wireless channel in the time period [t1, t2]. 

The penalty function is used in the task matching 

and scheduling algorithms to regulate the channel 

access. Under the simple unit disc graph model, 

pen(s, t1, t2) reduces to pen(s,t1,t2) = 

otherwise0

 t2]in[t1, data receives R,',,'another  if sss where 

R is the communication range and |s,s’| is  the 

distance between sensors s and s’. 

 

While communication over the wireless medium 

presents challenges, the broadcast nature of the 
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wireless communication can also be leveraged to 

deliver information to multiple destinations in a 

single transmission. If the successors of a task are 

executed in sensors in a single hop neighborhood, 

then a single transmission suffices to communicate 

intermediate results. This method reduces the 

energy expenditure in the network. Note that 

communication between nodes beyond a single hop 

neighborhood requires multiple transmissions. 

 

 
(a) Directed Acyclic Graph (DAG) 

 

 
(b) Corresponding Hyper-DAG 

 

Fig. 3: Example Graph Representations of an 

Application 

 

At this point, we would like to analyze a special 

case where all sensors are located in a single hop 

cluster. In this case, the penalty function pen(s,t1,t2) 

reduces to a form where the channel processor can 

only be accessed exclusively. Furthermore, to 

represent the broadcast delivery of results in a 

single hop neighborhood, we replace the vertexes 

between tasks with nets
1

 that connect the 

predecessor and successor tasks over directed 

edges. With this representation, the task graph is 

converted to a hypergraph with directed edges, 

which we refer to as Hyper-DAG. In Figure 3(b), 

                                                 
1
 Structures that connect multiple vertexes in a 

hypergraph. 

the Hyper-DAG that corresponds to the DAG of 

Figure 3(a) is shown. In the Hyper-DAG 

representation, the channel node C can only 

execute communication tasks represented as nets 

(dotted circles), whereas tasks represented as 

vertexes are executed in sensor nodes. Since the 

communication cost is shifted to the nets (denoted 

by ri), the links are not associated with weights. 

Considering nets as special vertexes which can 

only be executed on C, Hyper-DAGs are used to 

schedule communication and computation tasks 

jointly with the same algorithm. Based on this 

model, various scheduling algorithms can be 

executed to determine the schedule of 

communication and computation tasks and their 

distributions to different nodes. 

 

This approach has been tested in single [6] and 

multihop [7] WSN clusters with image-based 

localization algorithms, where four images are 

captured in a setting shown in Figure 4. Our 

implementations show significant gains in terms of 

energy consumption and schedule length over 

central processing of the information inside the 

network. Moreover, it has also been shown that 

reduction in data volume from hundreds of kB to 

tens of bytes significantly saves energy when 

communicating the outcome to the sink. 

 

 
Fig. 4: Example Application Scenario. 

 

4. Conclusions 
In this article, a new view on the multimedia 

delivery and processing for WSNs has been 

proposed. The main idea is to process the raw data 

in the network according to application 

requirements to significantly reduce the 

communicated data volume. This also allows for a 

very efficient framework to trade latency for 

energy consumption. A proof-of-concept 

implementation is one of our most immediate next 

steps. 
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1. Introduction 

Nowadays, technology is mature enough to allow 

the production of multimedia wireless sensors, i.e., 

wireless nodes able to acquire and process 

audio/video signals. A Wireless Multimedia Sensor 

Network (WMSN) relies on a set of collaborating 

multimedia wireless sensors to provide distributed 

multimedia sensing services (see Fig. 1). Potential 

WMSN application domains range over 

indoor/outdoor surveillance systems, traffic 

monitoring and control systems for urban and sub-

urban areas, systems supporting telemedicine, 

attendance to disable and elderly people, 

environment monitoring, localization and 

recognition of services and users, monitoring and 

control of manufacturing processes in industry [1].  

The richness of information retrieved and delivered 

by multimedia monitoring applications poses new 

interesting problems to afford in order to transform 

WMSN potentials in real revenues. In fact, beside 

the need of providing the desired Quality of 

Experience (QoE) using power and computational 

constrained nodes [2], there are also important 

issues to face regarding security and privacy 

[3,4,13] (for instance, consider the high critical, 

sensitive and reserved information managed by 

networks that support telemedicine or monitoring 

services in countries threatened by terrorism).  

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Wireless Multimedia Sensor Network. 

 

 

The transition from WMSNs to Secure WMSNs 

(SWMSNs) requires that security and privacy 

policies be combined with complex algorithms for 

compression and distributed multimedia processing. 

For that purpose, new tools and methodologies 

have to be conceived, but radically different from 

those used for classic wireless sensor networks. 

The innovative features of this research field are 

also underlined by the promising technological 

innovations in the area of cognitive communication 

architectures and nano-technologies, which can 

significantly increase the transmission and 

computational capabilities of sensors [5,6,7].  

It is worth to note that SWMSN architecture 

perfectly fits the Internet of Things (IoT)  

framework [8] extending the set of supporting 

technologies (e.g., RFIDs, sensor/actuators) 

necessary to realize IoT vision and then improving 

the intelligence level of  things.  In fact, the ability 

to interface with the physical realm is achieved 

through the presence of devices able to sense 

physical phenomena as SWMSN (thereby 

providing information on the current context and/or 

environment), as well as through the presence of 

devices able to trigger actions having an impact on 

the physical realm (through suitable actuators).  

This letter focuses on SWMSNs, highlighting the 

most important issues to afford in order to boost 

their development in real scenarios. In particular, 

five important areas are described, in which novel 

approaches are required to solve open problems of 

SWMSNs. 

 

2. Open Issues in SWMSNs 

The path to SWMSNs is well summarized in Fig. 2: 

in our vision simple WMSNs have to be enriched 

with a set of new security-aware techniques able to 

improve the QoE provided to final users. 

 

Secure management of QoS and QoE 

At present, Quality of Service (QoS) and QoE are 

being addressed by means of cross layer 

approaches and ad-hoc scheduling algorithms. The 

standards IEEE 802.11e and 802.15.3 [9] represent 

the reference solutions, since they are equipped at 

MAC level with those mechanisms required to 

manage the data flow under different QoS 

requirements. How secure are these mechanisms? 

Can they be exploited in subtle attacks? These 

questions represent the first obstacle to afford in 

order to enable secure management of QoS and 

QoE. Furthermore, the use of new communication 

technologies based on cognitive radio networks 

Sink

Gateway

Gateway
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Video Sensor Multimedia Sensor

Audio Sensor Multimedia Hub
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[6,7] should be also investigated to boost network 

performance.   

 

Secure Aggregation of Multimedia Contents 

Compression techniques and aggregation 

algorithms for multimedia contents target strong 

reductions of transmitted/processed data (and spent 

energy) in WMSNs. The problem of aggregating 

multiple compressed frames coming from different 

multimedia sensors while guaranteeing the 

expected security and quality levels is still an open 

research area. The literature provides a great 

variety of end-to-end and hop-by-hop secure 

aggregation protocols [10], but they can be hardly 

applied to multimedia data. For instance, the 

encryption of images is a highly power consuming 

task, hence the most innovative solutions try to 

adopt selective encryption schemes for the 

multimedia contents [11]. In such contexts, it is 

possible to describe an image as composed of 

different and mutual integrable qualitative levels, 

and to encrypt only the data of the basic level, by 

making useless any attack oriented to the theft of 

no encrypted transmitted data. This approach 

allows innovative strategies be conceived to 

discard less important frames when the network 

become congested. Another possible research 

direction is based on exploiting compression 

algorithms that do not strictly require entropy 

coding, such as Set-Partitioning In Hierarchical 

Trees image. In fact, since entropy coding requires 

a high computational effort, the energy efficiency 

of the WMSN would be improved [12].  

 

Privacy & trust management 

In many WMSN scenarios, such as telemedicine or 

of military surveillance, data are sensitive and are 

required to be adequately protected. The privacy 

solutions available in literature focus on the 

specific aspects of data cloaking, secure 

communication channel, definition of privacy 

policies [3]. Each solution satisfies only specific 

requirements for ad-hoc problems, in other words, 

no single proposal is able to provide a complete 

privacy solution for WMSNs. The study of 

integrated theoretical solutions, as well as the 

development of HW/SW platforms supporting 

them, represents a great challenge for the scientific 

community. A possible approach towards the 

achievement of this goal passes through the 

definition of a privacy model for WMSNs.  In fact, 

such a  model should support the definition of 

privacy enabling mechanisms that overcome the 

limits of WMSN, and the definition of enforcement 

schemes that guarantee the correct and automatic 

application of the privacy policies defined for 

WMSNs. Such enforcement mechanisms aim at 

verifying the compliance of the processing 

activities with the privacy policy and indicate the 

actions that are required to be executed in case 

behavioral anomalies are identified. It is really 

important notice that the model should be used in 

combination with both data cloaking mechanisms 

and some other privacy policy based approaches.  

Moreover, in a distributed and collaborative 

environment like a WMSN, trust management 

becomes a real challenging aspect. All the data 

exchanged among nodes have to be trusted, above 

all information related to authentication and 

localization data. For this reason, research should 

focus on the development of a flexible framework 

usable in several application scenarios. However, 

the definition of an effective model of trust 

becomes a complex task in a highly distributed 

environment characterized by strict performance 

requirements. Each node should be equipped with 

an autonomous evaluation and analysis capabilities 

that aim at measuring the trust relationships with 

the other members of the network; notice that such 

relationships depend on the communication and 

cooperation needs of the nodes. In other words, it is 

required to move from the classic centralized and 

static approach proposed for the most widely used 

trust management solutions, to adopt a fully 

distributed and dynamic approach that assumes that 

no trust relationship is defined a priori among the 

nodes of the network. At present only few solutions 

are available [14], but they cannot be applied to 

WMSNs due to the relevant computational effort 

required by the multimedia traffic and to the real-

time constraints that are not suited to the limited 

power resources of current sensor nodes. 

 

Development of nano-technology 
Nano-technology [6,7] should allow to overcome 

the constrains imposed by the currently available 

technologies to supply distributed and secure 

monitoring services based on WMSNs. Upcoming 

solutions coming from this promising field should 

be encouraged and timely exploited in order to 

design next generation monitoring applications. 

 

Computer-aided Tools for SWMSNs Design and 

Performance Evaluation 

Technological and architectural innovations 

described above, if conceived, have to be properly 

integrated and evaluated to provide the expected 

performance gains. To this end, computer-aided 

design methodologies play a key role. SWMSN 

simulators should be developed in order to 

encompass all facets of these sensing platforms, 

from PHY details to secure distributed multimedia 
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processing aspects. The efforts of the community 

are currently very spread on many simulation 

platforms, each one focusing a tightly bounded 

view of the entire problem. With this letter we also 

encourage choral efforts targeting reference 

solutions for evaluating SWMSN performance.  

 

 

 

 

 

 

 

 

 

 

Fig. 2: Path from WMSNs to SWMSNs. 
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Abstract 

Video transmission combines large quantities of 

data with real-time requirements, two constraints 

which are hard to meet in low-power wireless 

multi-hop networks. This position paper presents 

experimental results of multi-hop video 

transmission in an IEEE802.15.4-based wireless 

network, using a protocol stack based solely on 

standards which are being finalized. This practical 

look allows us to quantify the performance one can 

expect from such a system, and to underline the 

areas where further investigation is needed. 

 

1. Opportunities and Challenges 

 In most applications, Wireless Sensor Networks 

(WSNs) carry small amounts of sensor data to a 

sink node, with the duration between two sensor 

reports which varies from minutes to days. Video 

transmission sits at the opposite end of the 

spectrum, and hence puts new challenges on the 

protocol stack, especially on the Medium Access 

Control (MAC) layer. This letter shows how Time-

Synchronized Channel Hopping (TSCH) – a MAC 

technology being standardized by the 

IEEE802.15.4e working group – meets those 

requirements and can be used for video 

transmission. 

 

Using a wireless multi-hop network of small low-

power embedded devices for transmitting video 

opens up a new range of possibilities. Following an 

earthquake, micro autonomous robots could enter a 

collapsed building and drop off video-enabled 

sensors to help rescue teams map the rubble and 

assess the presence of people. Other application 

areas include surveillance, traffic monitoring and 

advanced health care [1]. 

 

The main challenges are low data rate and multi-

hop operation: 

 IEEE802.15.4 radios (the de-facto standard for 

such networks) communicate at 250kbps. A 

128-byte-long packet (the largest size handled 

by those radios) hence takes just over 4ms to 

be sent. Taking into account processing, radio 

turnaround time and link layer 

acknowledgments, in practice, a packet is sent 

every 10ms or so, causing the useful data rate 

to drop to 100kbps. 

 Let‟s assume a multi-hop path A → B → C → 

D → E, with source node A streaming video 

data to destination node E. One expects every 

link to be active continuously, i.e. while A 

sends a packet to B, B is relaying the previous 

packet to C. Yet, because radios are half-

duplex, when A sends to B, B can not send to 

C, causing the effective data rate to be further 

reduced to 50kbps
2
. 

 

At such low effective data rates, it is important to 

trade off image size (i.e. compression quality and 

pixel size) with the frame rate. Fig. 1 illustrates this 

by taking the canonical case of the network 

transmitting a succession of JPEG images. It shows 

how the quality of the images impacts their size, 

which in turn impacts the maximum frame rate – 

expressed in frame per second, fps. These images 

were collected using with the Python-based 

software used in the experiments described in 

Section 4. 

 

 
Fig. 1: The quality of the image impacts the 

frame rate. JPEG compression obtained using 

the Python Imaging Library (PIL), and an off-

the-shelf webcam.  

 

 

The remainder of this letter is organized as follows. 

Section 2 provides an overview of the related work, 

illustrating how multimedia transmission over 

                                                 
2
 It is sometimes assumed that when A sends to B, 

C can not send to D or else B will be exposed, 

causing the data rate to fall to 33kbps. We show in 

Section 4 how frequency agile protocols can 

alleviate that problem. 
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WSNs can be tackled at all layers of a 

communication stack. Section 3 presents a protocol 

stack composed solely of to-be-finalized standards. 

This stack couples a Time Synchronized Channel 

Hopping MAC protocol (to enable video 

transmission) with 6LoWPAN/IPv6/UDP (to 

enable seamless integration within the Internet). 

Section 4 details the experimental setup and 

discusses the results. The areas that we believe 

require further investigation are outlined in Section 

5, which also concludes this letter. 

 

2. Related Work 

Enabling video transmission over WSNs impacts 

the design of all layers in the protocol stack. In this 

section, we describe related work from the physical 

layer up to the application layer. 

 

Several projects have looked at designing video-

enabled daughter cards which plug into existing 

wireless motes. One example is the Cyclops project 

[2], which proposes a camera daughter card for the 

mica2 mote capable of performing simple inter-

frame compression using an 8-bit Atmel micro-

controller. Another, more recent, is the CITRIC 

project which proposes a camera daughter card for 

the TelosB mote which uses a 32-bit Intel 

microprocessor to locally process captured images 

before sending them through the network [3]. 

 

MAC layer design traditionally advantages low-

power operation over efficient use of the available 

bandwidth. As a result, contention-based 

approaches such as preamble sampling or MAC 

protocols with common active periods suffer from 

network collapse at data rates exceeding a few kbps 

[4]. While suitable for very low throughput 

applications, this makes them ill-suited for video 

transmission. 

 

Most experimental studies have hence opted for 

single-hop communication [2], [3], or used higher 

throughput radio technologies such as IEEE802.11 

[5]. To the best of our knowledge, this is the first 

work to demonstrate multi-hop video 

communication on a low-power IEEE802.15.4-

based network. 

 

The MAC protocol approach used is Time Division 

Multiple Access (TDMA). Coupled with channel 

hopping, this technique – called Time 

Synchronized Channel Hopping (TSCH) – combats 

external interference and multi-path fading [6]. It 

has been used in proprietary solutions for industrial 

WSNs, and is being standardized by the IEEE 

through its IEEE802.15.4e working group. This 

position paper shows how it can be efficiently used 

for video transmission. 

 

The way multi-hop routes are established 

influences the transmission of multimedia streams. 

Chen et al. [7] establish that single path routing is 

not suitable because of the unreliable nature of the 

wireless links and the fact that they are bandwidth 

limited. [7] therefore proposes a geographic routing 

scheme which allows data to flow over separate 

multi-hop routes. The performance of the network 

is evaluated by simulation. 

 

Another important aspect in video over WSNs is 

compression, which directly impacts the amount of 

data that needs to be carried. He et al. [8] study the 

impact of video compression on power 

consumption and the quality of transmitted data. 

The authors extend the notion of Rate Distortion 

(R-D) to include Power (P), therefore developing 

an analytic P-D-R model for data compression over 

WSNs. Their analysis shows that efficient video 

compression is crucial in conserving network 

bandwidth and power consumption. 

 

In traditional MPEG-x or H.26x video encoding 

schemes, encoding is more computationally 

intensive than decoding. In a WSN, the encoding 

source node is usually a mote while the decoding 

destination is a more powerful computer. The 

PRISM architecture [9] therefore proposes a 

compression scheme with can balance the 

computational load between source and destination. 

It is evaluated by simulation. 

 

The SensEye project aims at designing a complete 

camera sensing network [5]. It uses a multi-tier 

topology (three in this case), where the lower tiers 

have more motes in the network. The low tier 

performs object detection and localization, and in 

turn uses that information to wake up the 

appropriate (closest) mid-tier motes for higher 

resolution object recognition, and if necessary 

wakes up the top tier camera attached to a 

computer. [5] shows how the hierarchical approach 

of SensEye consumes less energy than a single-

tiered approach by a factor of 33, with only a 6% 

decrease in sensing reliability. It is to be noted 

however, that images are not transmitted at the 

lowest tier, but rather at the upper, IEEE802.11 

enabled, tier. 

 

[10] proposes Rate Controlled Variable Bit Rate 

(RCVBR), which uses the packet queue size to 

vary the transmission rate: when the queue gets full, 

the video quality is reduced . It is coupled with 



 

IEEE COMSOC MMTC E-Letter 

http://www.comsoc.org/~mmc/                24/48                            Vol.5, No.3, May 2010 

Region Of Interest (ROI) encoding to reduce the 

amount of data transmitted. Simulation results 

show an average decrease of 40% in dropped 

frames, along with a 2.5dB increase in Peak Signal 

to Noise Ratio (PSNR). At rates of 10kbps, no loss 

is observed along good video quality. However, the 

authors observe a sharp decrease in overall network 

bandwidth, essentially caused by the concepts of 

hidden and exposed terminals. 

 

The interested reader is referred to [1] which 

provides an in-depth discussions on important 

aspects such as collaborative in-network processing, 

multimedia sensor hardware, and cross-layer 

design. 

 

3. A Standards-Based Protocol Stack 

Major standardization bodies such as the IEEE and 

the IETF are finalizing standards for Wireless 

Sensor Networks. Fig. 2 depicts the protocol stack 

we believe will equip the WSNs of tomorrow. It is 

based on the IEEE802.15.4 PHY layer, and is 

composed of IEEE802.15.4e Time Synchronized 

Channel Hopping at the MAC layer, and IETF 

“Internet” standards at upper layers. IETF 

6LoWPAN is the adaptation layer used to compact 

long IPv6 headers into short IEEE802.15.4 frames. 

 

 
Fig. 2: The OpenWSN standards-based protocol 

stack. 

 

Note that all of the standards in Fig. 2 – with the 

exception of UDP – are in the process of being 

finalized. We have implemented this stack with 

TinyOS on the TelosB platform as part of 

Berkeley‟s OpenWSN project
3
. 

 

In IEEE802.15.4e, nodes are synchronized on a 

common time slotted structure. Slots are grouped 

into a superframe of length L slots, each slot 

having a duration d; the slotframe constantly 

repeats over time. A slot is long enough for a node 

to transmit a packet to the next hop, and for the 

next hop node to acknowledge correct reception; a 

                                                 
3
 The open-source code and detailed 

documentation on the different standards is 

available at http://openwsn.berkeley.edu/. 

retransmission policy is invoked when no 

acknowledgment is received. Each transmission 

can happen on any of the 16 available frequencies 

on the 2.4GHz band. A scheduling algorithm is 

used to assign each of the 16 × L cells to pairs of 

neighbor nodes.  

 

We tune the IEEE802.15.4e scheduling algorithm 

to enable video transmission. Fig. 3 depicts the 

resulting IEEE802.15.4e schedule, which consists 

of a superframe of length L = 5. The ADV slot is 

required by IEEE802.15.4e to exchange 

advertisement packets for neighbor discovery and 

to keep the network synchronized when no data is 

exchanged. The SERIAL slots are used for the 

source nodes to send/receive image data and status 

information over the serial port (for debugging 

purposes). TXRX slots are used to exchange the 

actual video data. When a node receives a packet in 

slot 1 (resp. 2), it retransmits it in slot 2 (resp. 1). 

 
Fig. 3: The IEEE802.15.4e superframe 

organization used. L = 5 slots and d = 30ms; the 

superframe continuously repeats over time. 

 

A hash function is used to translate a node‟s MAC 

address into one of the 16 available IEEE802.15.4 

channels. A node listens to its own channel and 

transmits on the channel of the next hop‟s node. 

When it has nothing to send in a TXRX slot, a 

node listens.  

 

Fig. 4 depicts a topology similar to the one used 

experimentally, and which we use here to illustrate 

the schedule. Node B is the destination; a node‟s 

channel is the rank of its identifier in the alphabet. 

The RPL routing protocol identifies the most 

efficient route from C to B to pass through I and A 

(details about RPL can be found in [11]). The 

schedule executes as follows. C chooses to send a 

packet to I on slot 2. Node I then retransmits that 

data to A on slot 1 using channel 1. As a result, A 

can send to B while C send to I (I is not exposed as 

transmission happen on a different channel), and B 

receives a packet every slotframe. Note that, as 

illustrated in Fig. 1, a single image consists of 

multiple packets. 
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Fig. 4: An example topology, arrows indicate the 

multihop path from C to. Every node is depicted 

with the activity it has in its TXRX slots. 

 

4. Experimental Setup 

We show experimentally how a standards-based 

protocol stack can be tuned to efficiently   transmit 

video, without requiring a paradigm shift. We 

strongly believe that the cornerstone to tackling 

this challenge is the Medium Access Control 

(MAC) protocol. 

 

Similar to Fig. 4, we deploy a network of 8 TelosB 

motes running the OpenWSN stack. The nodes 

form a multi-hop network of diameter 3 hops. We 

attach a computer to the sink node (node B in Fig. 

4) to display the received images. Another laptop 

equipped with a webcam is used to generate 

images at any of the other nodes in the network. 

Video is successfully transmitted from any node in 

the network to the sink node. 

 

By default, we transmit 160x120 pixel gray-scale 

JPEG images compressed at a 30% compression 

quality. This yields an average image size of 

2.1kB, the equivalent of around 20 packets. The 

sink receives one packet every superframe, which 

translates in an image every 2-3 seconds (.33-

.5fps). 

 

The energy consumption of a communicating node 

can be well represented by the ratio of time the 

radio is on; we call this the network‟s duty cycle. 

Table 1 shows the radio on-time for every type of 

slot. When a node sits idle (it is neither generating 

nor relaying video), the average duty cycle is 5.8%. 

On a TelosB mote (which is powered by a pair of 

2400mAh AA batteries and which consumes 

81mW when the radio is on), this translates in an 

average node lifetime of 64 days. A node which 

relays video (it receives in one of its TXRX slots 

and transmits in the other), the average duty cycle 

is 12.9%, which translates into an average lifetime 

of 29 days. 

 

Table 1:  Radio On-Time as a Function Slot 

Type. 

 
 

Latency depends on the number of hops. In one 

superframe, a mote receives a packet and transmits 

one. This means that, on average, it takes a packet 

half the duration of the superframe to travel one 

hop. Assuming a 2kB image, it is composed of 20 

packets. The latency between the moment an image 

is taken to the moment it is displayed at the 

receiver is the time to transmit 20 frames (20 · L · 

d), but the time it takes the last packet to travel 

over 3 hops ( 3/2 · L · d), or 3.2s.  

 

Table 2: Number of Dropped and Corrupted 

Frames as a Function of Image Resolution. 

 
 

Finally, Table 2 shows the percentage of dropped 

and corrupted frames as a function of the image 

resolution. 

 

5. Open Challenges 

In this letter we have addressed the topic of Video 

over Wireless Sensor Networks from a practical 

perspective. With a fully standard-based network 

stack, rates up to .5fps were observed along with a 

success rate above 90%, in a multi-hop 

environment. It was mainly the TSCH 

characteristic of the network that allowed us to 

address issues such as resource constraints and 

limited channel capacity. Using multiple channels 

increased the overall bandwidth while making the 

links more robust. 

 

Many features of the network stack can be 

improved and are deemed as open challenges. 

Starting with the physical layer, recent 

IEEE802.15.4 radios offer a higher 2Mbps data 

rate. This improvement would clearly allow lower 

latency and higher image resolutions. 

Unfortunately, higher data rates are not part of the 

IEEE802.15.4 standard. 

 

Moving up the stack, it should be noted that we 

have used a standard routing protocol. It could be 

imagined that, in a dense network, using two (or 
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more) disjoint paths could double the bandwidth of 

the network (the destination node could receive a 

packet at every TXRX slot). 

 

Disjoint paths call for a transport protocol capable 

of handling out-of-order delivery of packets, while 

end-to-end reliability would result in no frame loss 

at all. There is a clear need for a transport protocol 

for WSNs, which could also ensure that MAC 

resource allocation is performed according to 

application and transport layer requirements. 

 

Finally, and looking at the application itself, it is 

noticed that inter-frame compression would make 

more sense than intra-frame compression since the 

video sequences in question are mostly static with 

bursts in changes. It would therefore be preferable 

to try to identify and compress what changes and 

later transmit it in order to conserve bandwidth and 

reduce delay. 
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The dominant popularity of multimedia 

applications in wireless and wired communications, 

has led to a rapid transition of the multimedia 

service delivery from desktop PCs to mobile 

platforms such as PDAs, smartphones and 

multimedia sensors. As a result, multimedia 

devices have become one of the most growing 

areas in the embedded market [1]. Hence, it is hard 

to imagine the development of consumer 

electronics without various multimedia capabilities. 

 

Nevertheless, multimedia applications incorporate 

a number of different algorithms and mechanisms 

that require high computational complexity with 

heavy memory access [2]. Such algorithms include 

optimized encoding schemes that achieve high 

compression rates with minimum distortion, 

intelligent packetization and transmission 

techniques that ensure QoS levels and service 

continuity over error prone communication 

channels, and transmission error detection and 

correction mechanisms for increasing the perceived 

QoS Therefore, the need for high performance 

embedded processors is increasing rapidly, 

simultaneously with widely spreading mobile 

devices. However, aiming at simply increasing the 

performance can be trivial when dealing with small 

wireless multimedia devices, due to important 

limitations in computational power, memory are, 

battery life, miniaturization, real-time processing 

and so on. 

 

The research community will need to focus on 

addressing new challenges in order to open the way 

for enhancing our communication experiences, 

boosting individual and social creativity and 

productivity in a Future Media Internet 

environment and ultimately changing the way we 

live [3]. The issues that need to be addressed 

include among others: Scalable multimedia 

compression, transmission, concealment, Network 

coding and streaming, Content & context fusion for 

improved multimedia access (seamless and secure), 

Immersive multimedia experiences, Multimedia, 

multimodal & deformable objects search, Content 

with memory and finally, behavior and Power-

awareness [4]. 

 

In the converged networking era, there is 

heterogeneity in terms of wireless network 

capabilities (i.e. network bandwidth, protocol 

support, capabilities-seamless mobility, security), 

diversity in end-user devices (i.e. PDAs, cell 

phones, digital cameras) and diversity of content 

media formats (i.e. MPEG-1, MPEG-2, H.264 

AVC/SVC). In this environment, future research 

challenges should be addressed in the following 

directions: 

 

1. New methods of design in order to achieve the 

Optimisation, Parallelism, Complexity/Design 

Productivity and Reconfigurability. There are 

drawbacks at Reference Software specifications in 

current Video Coding source projects (i.e. MPEG-4, 

H.264/AVC, etc). Such software tools comprise 

large non-optimized Software packages that have 

developed by many contributors. The vast majority 

of specifications followed the monolithic approach 

so that there is a insufficiency in terms of using 

these tools in different application environments. 

Optimization can be accomplished by using H/W 

S/W Co-Design methods where complex functional 

blocks of the encoder (i.e. motion estimation, 

Inverse Transform, de-block filtering) can be 

implemented in hardware and the rest functional 

blocks can be implemented in software [4]. 

Parallelism can be applied bys using 

Multiprocessor System-on-Chip as core process 

unit to carry out video-encoder tasks. Finally, 

reconfigurability aims to provide ”higher levels” 

description formalism to speed-up verification and 

development of new standards and increase the 

portability of implementations based on common 

blocks and interfaces. 

 

2. Power-aware systems: In the converged 

networking era, there is heterogeneity in terms of 

wireless network capabilities (i.e. network 

bandwidth, protocol support), diversity in end-user 

devices (i.e. PDAs, cell phones, digital cameras) 

and diversity of content media formats (i.e. MPEG-

1, MPEG-2, H.264 AVC/SVC etc). In this 

heterogeneous environment, power-awareness is a 

challenging task [5]. 

 Affected by the following factors: non-linear 

behaviour of battery discharge, strict QoS 

requirements in terms of delay, jitter and packet 

loss, the dynamic nature of wireless network 
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conditions and the mobile activity of the end-

user. 

 

 Hardware solutions can achieve additional power 

savings by employing clock gating, a power-

saving technique used in system-on-chip designs. 

Clocks can be deactivated for functions when 

they are not required, thereby reducing their 

power consumption. Implemented during 

synthesis, automatic clock gating can achieve up 

to a 70% reduction in the overall power 

consumption. Although extremely effective, it 

cannot reduce the dynamic power consumption 

of unused blocks to absolute zero because it is 

unable to de-activate the clock for all of the 

functions within the block. 

 

 Regulate battery according to the encoder-

decoder functionality complexity (e.g. DCT, 

entropy coding, motion estimation), adapt on the 

fly encoding parameters according to network 

conditions, terminal capabilities (i.e. screen size, 

media content format support). 

 

In conclusion, this paper outlines some of the key 

issues regarding the optimization of embedded 

systems in order to support efficiently real time 

multimedia applications. As new multimedia 

services become available to consumers and new 

technologies constantly emerging, this research 

will continue to vibrant and active. 

 

References 
[1] Ian F. Akyildiz, Tommaso Melodia and Kaushik R. 

Chowdhury, ”A survey on multimedia sensor 

networks,”Elsevier Computer Networks, vol. 51, no. 4, 

2007. 

[2] Chang W. Chen and Zhihai He, ”Signal processing 

challenges in next generation multimedia 

communications,” China Communications, vol. 4 no. 5, 

Oct. 2006. 

[3] Future Media Internet-Task Force, ”Future media 

internet research challenges and the road ahead,” April 

2010. 

[4] Liu Yan, Li Renfa, Xu Cheng and Yu Fei, ”HW-SW 

framework for multimedia applications on 

MPSoC:practice and experience,” Journal of Computers, 

vol. 4, no. 3, March 2009. 

[5] R. Vidhyapriya and P.Vanathi, ”Energy efficient data 

compression in wireless sensor networks,” International 

Arab Journal of Information Technology, vol. 6, no. 3, 

July 2009. 

 

 

 

 

 

 

Ilias Politis 
received his BSc 

in Electronic 

Engineering from 

the Queen Marry 

College London in 

2000, his MSc in 

Mobile and 

Personal 

Communications from King‟s College London in 

2001 and his PhD in Multimedia Communications 

from University of Patras Greece in 2009. His is 

currently an Adjunct Lecturer at the Dept. of 

Computer Science of University of Piraeus, Greece, 

Scientific Associate with the Dept. of 

Telecommunications Systems and Networks, at 

Techological and Educational Institute of 

Messolonghi, Greece and a post-doc research 

associate at University of Patras, Greece. Dr. 

Politis research interests include multimedia 

communications with emphasis on video 

transmission optimisation, video coding and 

heterogeneous networking. His is a member of the 

IEEE, FITCE and the Technical Chamber of 

Greece. 

 

 

Tasos Dagiuklas 
(www.tesyd.teimes.gr/c

ones) received the 

Engineering Degree 

from the University of 

Patras-Greece in 1989, 

the M.Sc. from the 

University of 

Manchester-UK in 

1991 and the Ph.D. 

from the University of Essex-UK in 1995, all in 

Electrical Engineering. Currently, he is employed 

as Assistant Professor at the Department of 

Telecommunications Systems and Net- works, 

Technological Educational Institute (TEI) of 

Mesolonghi, Greece. He is the Leader of the 

Converged Networks and Services Research Group. 

He is also Senior Research Associate within the 

Wireless Telecommunications Laboratory of the 

Electrical and Computer Engineering Department 

at the University of Patras, Greece. Past Positions 

include teaching Staff at the University of Aegean, 

Department of Information and Communications 

Systems Engineering, Greece, senior posts at 

INTRACOM and OTE, Greece. He has been 

involved in several EC R&D Research Projects 

under FP5, FP6 and FP7 research frameworks, in 

the fields of All-IP network and next generation 

services. Currently, he is the Technical Manager of 



 

IEEE COMSOC MMTC E-Letter 

http://www.comsoc.org/~mmc/               30/48                            Vol.5, No.3, May 2010 

the FP7-ICT-PEACE project. He was the 

Conference General Chair of the international 

conference, Mobile Multimedia 2007 (ACM 

Mobimedia 2007), Technical Co- Chair of MMNS 

Conference of MANWEEK 2008, IMS Workshop 

Chair as part of ACM Mobimedia 2008 and 

Workshop Chair for ACM Mobimedia 2009. He 

has served as TPC member to more than 30 

international conferences. His research interests 

include Future Internet architectures and converged 

multimedia services over fixed-mobile networks. 

Dr Dagiuklas has published more than 80 papers at 

international journals, conferences and 

standardisation for a in the above fields. He is a 

member of IEEE and Technical Chamber of 

Greece. 

 

 

 

 

 

 

 

 



 

IEEE COMSOC MMTC E-Letter 

http://www.comsoc.org/~mmc/                31/48                            Vol.5, No.3, May 2010 

TECHNOLOGY ADVANCES 
 

Network Coding: Enabling the Multimedia Wireless Internet 

Marie-José Montpetit and Muriel Médard (IEEE Fellow), MIT Research Lab for 

Electronics, USA 
{mariejo,medard}@mit.edu

1. Introduction 

Network coding (NC) is rapidly migrating from 

concepts and simulations into software and 

embedded implementations. This evolution is 

driven by the realization that network coding offers 

a solution to improve throughput on congested 

networks. There is ample published work on NC 

that has shown NC achieves maximum throughput 

(min-cut) on a network path by using re-encoding 

at the intermediate nodes.  The phenomenal growth 

of the mobile Internet and its increasing use for 

multimedia traffic specifically video traffic is 

another driver for the move of NC to technology. 

NC enables more efficient distribution on 

topologies with peer-to-peer (P2P) with user 

experience as will be seen in the rest of this paper. 

While some of the aspects of NC were addressed in 

the March 2010 Multimedia Communications 

Technical Committee e-newsletter [1] In this short 

paper we intend to show that Network Coding will 

be at the center of the mobile content revolution 

and propose a few examples of potential 

implementations.  

 

2. Network Coding Basics 

NC is a suite of techniques that allows different 

strategies across different network topologies, 

applications and multiple physical media. There are 

implementations of NC from the physical layer [2] 

to the IP layer [3]. Network coded packet flows use 

bottleneck resources for data downloads and 

dissemination and enable hop-by-hop stateless 

control of these flows in core and edge networks. 

With the rise of the Multimedia-rich Wireless 

Internet, NC is increasingly seen as providing 

solution to better serve better the new and future 

network traffic requirements this with manageable 

added complexity, given the performance of 

current CPU. 

 

While a number of papers in [1] defined what 

network coding is, it worth restating what are its 

salient features. Figure 1 shows a common but very 

simplified wireless network with sources S in the 

base stations (BTS) and the destinations D in a 

smartphone and a netbook. The figure also shows a 

relay R that could either be another BTS or, in a 

P2P topology, any end user device. What Figure 1 

illustrates is the traditional problem of scheduling 

and routing in relay and multi-hop networks: any 

intermediate node becomes a bottleneck. NC 

provides a mechanism by which the data is 

combined at the relay:  thus no intermediate data 

queuing or keeping of states is necessary in order 

to reach all destinations. This reduces delay and 

operational complexity as well as augmenting 

throughput in streaming applications. NC achieves 

this by considering data as algebraic information 

that can be combined and multiplied using Galois 

Field arithmetic. By using random linear 

coefficients [4], essentially a random code, this 

provides a simple encoding mechanism for data 

dissemination at the expense of some decoding 

complexity at the destination. And while Figure 1 

shows a traditional butterfly network it is easy to 

generalize it to any multi-hop network, unicast or 

multicast.  

 

 
 

Fig. 1: Simplified Topology for Wireless 

Network Coding 

 

Our group has contributed to a considerable 

amount of published work showing how NC can 

provide invaluable features in wireless networking 

[4-9]. Important results include error and erasure 

resilience, reduced dissemination time and the 

property to achieve min-cut (essentially the highest 

achievable rate) on these networks. Some of these 

results are detailed in the next section. 

 

3. Why Network Coding?  

large efforts has been dedicated to architecting the 

next generation wireless networks and defining its 
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services, until recently little had been done to 

address the performance aspects of pushing huge 

amounts of data on bandwidth limited and noisy 

networks. This is changing partly because of the 

CISCO mobile video predictions [10] of 66 times 

more video traffic on wireless networks in the next 

few years. Increasingly, the users are mobile or 

nomadic and they watch multimedia content on an 

ever-growing ecosystem of computers and 

portables, mobile and fixed. The new social 

networking requirements linking people and 

devices necessitate the new networking paradigms 

[11-12] that are provided by NC.  

 

Recent technological advances in embedded 

networked devices help push the NC from the core 

to the edge of the network and into the end devices, 

even when accounting for the NC‟s encoding and 

decoding complexities. Ultimately this approach 

could be implemented in current networks nodes as 

well as in user devices from routers to gateways to 

PC and set-top boxes. NC strategies are not 

monolithic and can adapt to the specifics of the 

network topology and the device ecosystem as will 

be seen in the next sections.  

 

Downloads 

Web surfing, Video on Demand as well as video 

streaming on the Internet rely on file transfer. 

Mechanisms like progressive downloads have been 

designed to compensate for routing delays that can 

impair the user experience. Yet, little has been 

done to compensate for erasures of packets due to 

for example, wireless network limitations like dead 

spots. Traditionally, erasure channel codes such as 

Reed-Solomon are used to recover from erasures. 

The decoding delays associated with these codes 

can however be very large, as whole blocks of 

information need to be received before decoding. 

In addition, source-based solutions burden a 

network along a route with transmitting redundant 

information when only the edges requires added 

reliability; this can contribute to more congestion 

that will further impact user experience. 

 

NC can recover packets efficiently since the lost 

packet is part of a linear combination of 

transmitted packets. As can be seen in Figure 2 [7], 

when comparing current WIFI transmission to 

network coded ones, the time for completion of a 

file transfer when the packets are coded is 

significantly reduced especially at the lower rates 

that are representative of many wireless networks. 

 

Overcoming IP Protocol Limitations 

TCP, the underlying protocol below HTTP and 

many streaming protocols, uses feedback to 

provide rate and congestion control by 

acknowledging (ACK) received packets. The 

ACKs are used to control the transmission window 

size and when they are lost the protocol assumes it 

is because of congestion. The automatic response is 

to reduce the window size and use a slow start 

mechanism to reduce the number of sent packets.  

While this is appropriate for low loss networks it 

does not reflect the characteristics of wireless 

networks where losses are more likely due to noise 

than to congestion. 

 

But it would appear that NC solutions are 

inappropriate for TCP-based protocols since 

decoding will delay the TCP acknowledgements 

and mislead the source into congestion avoidance. 

The work presented in [3] has shown that by 

encoding and decoding groups of packets in a 

progressive manner and introducing a concept of 

seen packet for fast acknowledgement, TCP 

throughput can be improved considerably in a 

noisy multi-hop network. The TCP/NC inserts a 

layer of network coding between TCP and IP. In 

this scheme, the random linear NC masks link 

losses from TCP. Lost packets can be recuperated 

from the coded information. A packet can be 

ACK‟ed even if partially revealed (decoded) hence 

keeping a steady flow of ACKs and operating TCP 

under optimal conditions. Moreover, the TCP/NC 

does not need to be implemented end to end but 

only at certain nodes to profit from the throughput 

gains. 

 

 
Fig. 2: Without NC at 50 packets/s, 50% of 

transfers take more than 5 minutes [7]. 

 

As shown in Figure 3, this approach results in 

higher goodput (the measure of delivered packets 

to the application) when the loss rate is high hence 

this mechanism offers much promise for the 

wireless and the peer-to-peer Internet. 
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FTP simulations over a very lossy medium (Figure 

4) show that TCP NC (orange and green lines) 

outperforms TCP (pink line) and that the in-

network intermediary re-encoding (orange line) 

outperforms the end-to-end operations in terms of 

overall throughput. Figure 4 also highlights that 

with TCP/NC there are fewer interruptions which 

leads to a better user experience in multimedia 

applications.  

 

 
Fig. 3: Goodput vs. Loss rate - TCP and 

TCP/NC [3] 

 

 
Fig. 4: TCP/NC Simulation over a lossy medium 

[6] 

 

Layered Approaches 

The solutions presented above rely on a node to 

mix packets from a single stream. Recent work has 

investigated coding across multi-resolution streams 

[13] typical of some recent codecs like Scalable 

Video Coding (SVC) or of multimedia traffic. The 

goal is to serve a heterogeneous receiver ecosystem 

by using pushback mechanisms about the number 

of layers a receiver can decode. The pushback 

information carries the maximum number of layers, 

the receiver‟s min-cut, based on a receiver 

instantaneous condition. While the results 

presented in [13] are for a multicast network, the 

work also applies to the unicast case. In a real 

system the pushback information could be carried 

over device discovery mechanisms or MAC layer 

acknowledgements. 

 

Figure 5 shows some of the results presented in [13] 

with a network of 25 nodes and 12 receivers. 

Happy Nodes are those who achieve min-cut hence 

received their requested layers from the source. 

The blue curve represents the non-coded end-to-

end solution that considers each multicast paths as 

unicast, the brown curve is from a Steiner tree 

(optimal routing) and the black curve is the per-

layer random network coding. The red curve 

implements one version of the inter-layer coding 

where the information pushed back to the a node is 

the minimum number of requested layers over its 

multicast tree, driven by the worst node. Finally the 

pink curve represents the inter-layer encoding 

where the encoding is done over a number of layers 

determined by sub-trees. 

 

 
Fig. 5: Cross-layer NC for multi-resolution 

multicast. [6] 

 

Figure 5 shows that Network Coding (black and 

pink) out performs the non-coded versions all the 

time but that the use of an adequate cross-layering 

(pink) algorithm increases the performance further. 

This result is encouraging as more and more 

wireless networks are used to transmit video 

conferencing or other converged applications that 

can be considered layered (video with user 

feedback or personalized messaging for example). 

 

Conclusion 

This paper introduced some of the NC solutions 

that we are proposing to improve wireless networks 

performance and enable next generation 

multimedia services. By better using bandwidth 

resources and allocate these resources only where 

they are needed, the challenges of high rate and 

video-rich applications can be met. Our future 

developments will address distributed virtualized 
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nodes combining peer to peer transmission and 

local storage as well as network composition using 

NC to combine heterogeneous network features for 

higher performance and lower cost.  

 

The growing wireless and mobile ecosystem 

challenges current networks and needs new 

paradigms for the provision of network services. 

We believe that Network Coding will provide the 

network support the new Wireless Multimedia 

Internet requires. 
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1. Introduction 

The impending widespread deployment of 

Vehicular Ad Hoc Networks (VANETs) has created 

an opportunity for multimedia communication not 

only as part of vehicle safety provision, traffic 

management, and emergency response but also in 

the value-added „infotainment‟ domain. The key 

feature of video distribution to the passengers of 

vehicles or crew members of emergency vehicles in 

the VANET is robustness and reliability, as the 

environment is highly error prone. As detailed 

below, complex movement patterns of vehicles and 

non-line-of-sight wireless propagation add to the 

challenge of multi-hop routing. One response to this 

challenge is through the error-resilience features of 

the H.264/AVC (Advanced Video Coding) codec, 

which  together with multipath streaming, including 

peer-to-peer streaming [1], provide source coding 

solutions. Application-layer forward error 

correction (AP-FEC) as a general solution may 

replicate physical layer channel coding (unless the 

AP-FEC acts as a concatenated code), while error 

control through ARQ, apart from the additional 

latency introduced over multi-hop network paths, is 

unreliable when network links are constantly being 

broken.   

 In retrospect, three events may be singled out in 

the rise of VANET multimedia communication. 

Firstly in 1999, the US FCC allocated 75 MHz 

bandwidth of the 5.9 GHz spectrum to Dedicated 

Short Range Communication (DSRC), essentially 

for wireless communication between vehicles and 

from a vehicle to the network infrastructure, 

normally via roadside units. Secondly, the term 

Vehicular Ad Hoc Network (VANET) was first 

applied in the 2004 ACM international workshop of 

that name and since then academic activity has 

burgeoned. And thirdly, in 2005 video streaming 

over VANETs was suggested as a way of reporting 

traffic congestion and accidents [2], as captured by 

roadside cameras.   In 2005 also, an early feasibility 

study [3] in Japan was testing streaming video 

between two vehicles. Imaginative ways of 

responding to urban emergencies [4] by streaming 

video to responding vehicles are one of a number of 

VANET initiatives by Mario Gerla‟s research group 

at the University of California, Los Angeles.  

Multi-wireless-interface vehicles placed within 

cellular networks are already proposed [5] as a way 

to relieve congested cells.  As new „push‟ 

multimedia services are introduced into 3G cellular 

networks, the same services may be extended into 

VANETs. VANETs may also support the exchange 

or sharing of personal video clips (as occurs in 

social networks). Roadside sources of multimedia 

content [6], possibly linked in a backbone network, 

can disseminate pre-encoded video or serve to 

notify the passengers of a passing vehicle of 

available video sequences in circulation within the 

VANET. 

 

2. VANET Streaming Characteristics 

Though video streaming for Mobile Ad Hoc 

Networks (MANET) has been long investigated, 

for example [7], there are some important 

differences [8] between MANETs and VANETs. 

The mobility model often used in MANETs is 

random waypoint which is unconstrained either by 

the presence of buildings that occur in an urban 

road topology or the linear nature of a highway 

VANET. High speeds on highways may cause 

network fragmentation. VanetMobiSim [9] is 

openly available and includes modeling of driver 

behavior and deceleration/acceleration of vehicles 

when overtaking or changing lanes, especially 

within a city or the suburbs. Though car 

manufacturers are leading the way with 

microscopic level simulation modeling [10], there 

are generic features of vehicle mobility such as the 

nature of road obstacles including lane closures, 

uphill gradients, and potholes, which produce the 

same reactions the world over. Another difference 

is that in MANET research line-of-sight signal 

propagation models such as the two-ray ground 

propagation model are common, whereas it is 

becoming increasingly obvious that an urban 

environment will introduce reflections,  diffraction 

and scattering due in part to the presence of urban 

„canyons‟. IEEE 802.11p based VANETs (there 

are some Code Division Multiple Access networks 

proposed) will be able to take advantage of the 

vehicle as an energy source. This does not mean 

that the control overhead of streaming across the 

network can be neglected, as this overhead still acts 

as a form of congestion, but it does remove a 

computational and storage restriction that affects 

MANET devices.  
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In Fig. 1a, a crash has occurred which can be 

captured by roadside cameras (on masts in the 

Figure) or by patrol cars, which commonly are 

equipped with cameras. Emergency vehicles such 

as the fire engine and ambulance are shown 

making their way to the accident. 

 

 

 

Road side source1

Vehicle A

Vehicle B

Vehicle C

Vehicle D

Different Streams

Vehicle R

Road side source 2

 
Fig. 1: a) Simplified scenario of VANET multi-

path streaming from a crash scene b) in P2P 

streaming of video clips  a receiver conceptually 

receives four versions of the stream, two from 

vehicles that have already acquired a version of 

the video clip and two from vehicles capturing 

or relaying from roadside units. 
 

An early view of the scene is a way that the 

responder vehicles can prepare while on route. As 

roadside, possibly high-rise buildings reflect the 

signal, propagation is likely to be along the roads 

and likewise diffraction of the signal will occur 

round corners. Therefore, it is difficult for 

emergency vehicles to communicate directly with 

each other even if they are within range. 

Consequently, we have proposed that to relay the 

video stream, these vehicles form a multicast group 

embedded within a VANET formed by vehicles in 

the vicinity. Network coding has been introduced 

[11] as a way of protecting confidentiality in this 

type of situation but selective encryption of (say) 

motion vectors is another possibility which does 

not require action by non-emergency vehicles. The 

Figure shows two streams following multi-hop 

paths from the accident. In networking terms, path 

diversity helps to balance the load but in coding 

terms there is a natural mapping to Multiple 

Description Coding (MDC).   

In Fig. 1b, P2P streaming is proposed as a 

solution to another application, when video 

distribution is less time-critical, as it indeed might 

be in „infotainment‟ applications. Because passing 

vehicles may not linger sufficiently for a full video 

sequence to be transferred from a roadside unit, 

partial storage in any one vehicle may occur. 

Vehicles with partial video sequences may also 

later park or leave the vicinity.  
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Fig. 2: An example of the proposed slice 

compensation scheme with MDC and FMO, 

with arrows indicating the relationship “can be 

reconstructed from” 

 

Fig. 2 is an example of our P2P slice 

compensation scheme for MDC. The same video 

stream transported in MDC form is available from 

two sets of peers (MDC 1 and 2). That is the MDC 

1 and 2 streams are duplicates of each other that 

are transported using MDC and are NOT two 

descriptions of the same video. Each frame within 

a video stream (MDC 1 or 2) is further split into 

two slices (slices 0 and 1) to form two descriptions. 

 

3. Source Coding Options 

We have experimented with temporal MDC [12]  

using a type of Video Redundancy Coding (VRC) 

scheme [13] without back channel, which avoids 

the need for the specialist codecs associated with 

some other forms of MDC. VRC maintains 

synchronization, which was a problem with an 

earlier scheme. An issue with VRC is the 

extraction of independent odd and even frame 

streams, which reduces the coding efficiency 

derived from motion estimation. In contrast, 

H264/AVC‟s spatial Flexible Macroblock Ordering 

(FMO) [14] with the dispersed or checkerboard 

selection macroblock (MB) pattern as a form of 

MDC is attractive.  If one of the descriptions for a 

(a) 

(b) 
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frame is lost then the other can be used, as missing 

MBs can be lost concealed using motion copy from 

adjacent MBs. Moreover, there is no duplication of 

data in the two streams, and mapping overhead is 

only apparent when at very low error rates. The 

„bursty‟ output rate associated with distributing 

large I-frames is a problem for VANETs, because 

of the sudden influx of packets into the ad hoc 

network. H.264/AVC provides intra-MB refresh 

[15], which can be combined with FMO to reduce 

the latter problem. When intra-MB refresh is 

operated in row cyclic order, then synchronization 

occurs after every cycle. Another potential solution 

to achieving MDC is to employ redundant slices or 

pictures [16]. In this scheme redundant slices are 

encoded at a higher compression ratio than the 

slices they accompany in the stream. This can take 

place with two „redundantly-sliced‟ streams of 

even and odd frames, using MB-refresh to avoid 

error propagation across the IPPPP…….. Group of 

Picture (GoP) structure. Compared to other forms 

of MDC, we found that redundant slices suffered 

heavier losses under burst error conditions. 

However, intuitively either the packet losses occur 

for redundant-slice bearing packets or the reduction 

in video quality from replacement by redundant 

slices is not as damaging as the complete loss of 

some frames. 

An insight from the experience with redundant 

slice MDC is that in a VANET in particular the 

extra transmission energy consumed is not 

necessarily a handicap. For instance, with scalable 

video coding, we have proposed [17] that a 

redundant or duplicate base layer may be a way to 

effectively provide MDC. In this scheme, in a 

counter-intuitive way, the enhancement layer(s) 

and the original base layer are transported in one 

stream and the redundant base layer in another 

stream. Each stream follows a different route. In 

fact, on-going work for the H.264/SVC (Scalable 

Video Coding) extension will further extract just 

the key pictures as another stream. (In an 8-picture 

SVC GoP, the key picture content can be as low as 

5% of the total data depending on spatio-temporal 

configuration, bearing in mind that the base layer 

only contains these key pictures and is more 

coarsely encoded than the enhancement layers.) If 

packets from key picture frames are lost then other 

packets bearing data from the SVC predictive 

structure have to be discarded, which without this 

robustness makes SVC problematic in the highly 

error-prone VANET environment. 

 

4. Conclusion 

However, before any of these robust schemes can 

be properly validated it is important to utilize 

mobility models that incorporate all the important 

factors and to develop propagation models that 

show how on average multimedia streaming will 

respond in a VANET environment. To that end we 

have elaborated an existing ray-tracing model for 

simulation purposes. This enhanced model can 

include the distance over which a signal is reflected 

and add the effect of roadside scattering such as 

from signs, street „furniture‟ and foliage. This does 

mean that expertise in wireless and coding is 

required for VANET multimedia solutions, but in 

return for this versatility there is a potential rich 

range of coding possibilities that hopefully this 

Letter has outlined. 
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1. Introduction 

Mobile video is considered a major upcoming 

application and revenue generator for broadband 

wireless networks like WiMAX and LTE. 

Therefore, it is important to design a proper 

resource allocation scheme for mobile video, since 

video traffic is both throughput consuming and 

delay sensitive.  

 

In order to compare resource allocation schemes 

for mobile video, it is necessary to have an 

accurate model of the video traffic that represents 

real mobile videos. For limited-resource networks 

like WiMAX, it is essential to maximize the 

resources utilization. An accurate video model can 

provide the basis for a reliable traffic predictor that 

is the core component of any dynamic resource 

allocation scheme.  

 

MPEG video frames are known to have  seasonal 

characteristics. As shown in the Figure 1, MPEG 

video frames are divided into three types: I, P, and 

B-frames. These frame types differ in their 

function and size. For example, I-frames are the 

largest in size, and B-frames are the smallest in 

size.  

 

Fig.1: Seasonal Characteristics of MPEG Video 

 

Typically, the pattern of video frames is repeated 

every “s” frames, where s is the Group of Picture 

(GoP) size. This observation justifies our approach 

to model MPEG videos as a time series. 

 

2. The SAM Model 

Our mathematical model is based on the seasonal 

autoregressive integrated moving average 

(SARIMA) models [1,2]. SARIMA models aim to 

achieve better modeling by identifying both non-

seasonal and seasonal parts of the data series.  

 

The process of modeling a data series includes two 

steps: identifying the model order, and then 

estimating the model coefficients. The first step 

requires human intervention due to the significant 

statistical requirements in determining the best 

model. The second step uses algorithms like 

maximum likelihood (ML) to estimate the model's 

coefficients.  SARIMA can be described as follows:  
 

sQDPqdpSARIMA ),,(),,(             (1) 
 

where p is the order of the autoregressive (AR) part; 

q is the order of the moving average (MA) part; d 

is the order of the differencing part. The parameters 

P, Q, and D are the corresponding seasonal order, 

respectively. The parameter s denotes the 

seasonality of the series. Our proposed model: 

Simplified Seasonal ARIMA model (SAM), as a 

SARIMA model, can be written as follows: 
 

zSAM )1,1,1()1,0,1(                     (2) 

where z is the video seasonality, which in most 

cases is equal to the used GoP size. This 

simplification means that SAM does not require 

any human intervention, and needs only 4 

coefficients to be estimated. These coefficients are: 

AR coefficient (φ), MA coefficient (θ), seasonal 

AR or SAR coefficient (Φs), and seasonal MA or 

SMA coefficient (Θs). SAM can be written in its 

difference form as : 

tsts

stststssts

stsststttt

XX

XXXXXX

1

121

1211

 
(3)

 

 

SAM provides a unified approach to model video 

traces encoded with different video codec 

standards, using different encoding settings [1-3]. 
In recent research results [1, 2, 7], it was shown 

that SAM is capable of capturing the statistical 

characteristics of video traces within 5% of the 

optimal model for these video traces.  

 

Figure 2 shows the modeling results of Star Wars 

IV with an AVC-encoded video trace. The model 

has been tested against video traces encoded using 
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three different encoding settings and standards: 

MPEG-Part2, MPEG4-Part10/AVC (H.264), and 

AVC‟s scalable extension to support temporal 

scalability (SVC-TS). 

 

In addition, in [3], we demonstrated that SAM has 

a clear edge in modeling high definition (HD) 

video traces over both AR modeling, and the 

automatic SARIMA estimation algorithm proposed 

in [4], that implements a unified approach to 

specify the model's order using a step-wise 

procedure. 

 
(a) Close-up Comparison 

 
(b) ACF Comparison 

  
(c) CDF Comparison 

Fig. 2: SAM Modeling Results for Star Wars IV 

Movie Trace 

 

Based on our SAM model, we developed a trace 

generator that can be used to evaluate the 

performance of video based simulations. The trace 

generator provides the researchers with the ability 

to produce user-defined length traces that resemble 

the desired statistical attributes [2,5].  

In [1], we presented the results of our analysis of 

various scheduling methods for Mobile WiMAX 

networks using the SAM traffic generator. These 

are Earliest Deadline First (EDF), Deficit Round 

Robin (DRR) and Easiest Deadline First with 

Deficit Round Robin (EDF-DRR). The simulation 

results for EDF, DRR, and EDF-DRR show that 

EDF is the most unfair.  While EDF-DRR is an 

improvement, DRR is the most fair and provides 

the best performance for real-time mobile video 

traffic. 
 

3. Video Traffic Prediction 

SAM, as an accurate source model, can be used to 

predict future traffic based on the available short-

term history of the incoming video frames. Using 

SAM difference‟s equation (3), future incoming 

video frames can be easily forecasted. We 

demonstrated in [6] that SAM provides 55% 

improvements on average, in terms of prediction 

accuracy compared to AR, and 53% improvements 

over the automatic SARIMA model estimation 

algorithm [4]. 

   

3. HD Video Traces Collection  

We collected more than 50 HD video traces from 

the HD section of YouTube website that represents 

a wide variety of statistical characteristics. We 

encoded these traces using AVC codec with the 

most common settings, confirming experts‟ 

recommendations[6]. These traces provide the 

research community with the means to test and 

research new methods to optimize network 

resources. All the video traces are available to the 

research community through our website [5]. 
 

Our modeling and prediction comparisons are 

based on our HD video traces collection. The 

comparison results are available to the research 

community along with our developed tools [5].  

 

In addition, we performed a full statistical analysis 

on our video traces collection. Our analysis 

included factor analysis using principle component 

analysis (PCA), and cluster analysis using k-means 

clustering [3].  

 

4. Conclusions 

The SAM model provides a convenient and 

accurate approach to model, generate and predict 

video traffic. It may be considered for practical 

solutions to solve the dynamic resource allocation 

challenge for live video streams, due to its ability 

to provide accurate results for the most common 

video codecs. This is especially important for 

networks with limited resources like WiMAX and 

LTE. 
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1. Introduction 

Driven by the increasing wireless transmission 

rates and the advances in video compression 

technologies, streaming video over wireless 

networks has received increasing popularity in 

recent years.  A key challenge in this type of 

applications is how to efficiently and fairly allocate 

radio resources among multiple users in a wireless 

network sharing the same spectrum frequency.  

 

Several researchers [1,2] have studied the radio 

resource allocation problem for video streaming, 

although they did not consider the fading 

characteristics of wireless channels. Some 

researchers [3,4] developed algorithms to optimize 

realtime radio resource allocation. However, they 

only warranted asymptotic convergence, and did 

not consider the hard deadline constraint and bursty 

rate requirement of video applications.  

 

In this work, we consider streaming video using 

SVC-encoded video sequences in wireless 

networks. An SVC (Scalable Video Coding) video 

stream contains a base layer and multiple 

enhancement layers. As long as the base layer is 

received, the receiver can decode the video stream. 

As more enhancement layers are received, the 

received video quality improves. We exploit both 

the scalable feature of SVC-encoded videos and 

the fading characteristics of wireless channels to 

improve the received video quality of video 

streaming.   

 

2. Video Quality Model 

As in [5] and [6], we use PSNR (Peak Signal to 

Noise Ratio) as a measure of video quality, and 

develop an empirical model to relate the rates and 

the PSNR values of video sequences truncated 

from an SVC-encoded video stream. The PSNR S 

of a video stream can be described as a piece-wise 

linear function of the rate r:  

          if                     ,
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             if     ),(
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where 
0

ir ,
0

iS are the rate and the PSNR of base 

layer and 
max

ir ,
max

iS  are the rate and PSNR of all 

layers. In Figure 1, we plot both the sample points 

of rates and PSNRs and the model we obtained for 

eight video sequences: News, Hall, Silent, City, 

Foreman, Crew, Harbour, and Mobile, all 

downloaded from [7]. It is easy to see that Li > Ki > 

0 for all video sequences, and therefore, PSNR is a 

concave, non-decreasing  function of rate.   

 
Fig. 2: Sample points and piece-wise linear 

regression model of the rate and PSNR. 

 

3. A Static Scheduling Scheme 

We first consider a static scheduling scheme that is 

solely based on long-term channel conditions and 

average video rate in making a decision of video 

rate control. In a non-fading wireless network, the 

problem can be solved via Time Division Multiple 

Access (TDMA), e.g. [2, 8]. In a fading channel, 

wireless networks often employ some channel-

dependent scheduling algorithms to improve the 

average throughput and fairness (e.g. [9]). In this 

case, we denote the feasible region as R and 

attempt to solve the following optimization 

problem:  

Maximize 

n

i

iii rSw
1

)(                                  (1) 

s.t.            R),...,,( 21 nrrr   

 

It is shown in [3, 10] that the feasible region of the 

problem is convex, bounded and closed, and that 

the optimal solution has the following maximal 

scheduling rule:  

At each time slot, the user with the largest uiCi is 

chosen for scheduling,                                    (2) 

where Ci is the channel capacity for user i and ui is 

a constant for user i.  
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Given a vector ),...,,( 21 nuuuu , the achieved 

user rate for user i is  

)]  ,([)( ijallforCuCuICEur jjiiii
(3) 

We now formulate the optimization problem as  

    Maximize 

n

i

iii urSwY
1

))((                 (4) 

To solve this problem, we develop a gradient-based 

algorithm and prove that it converges to the 

optimal solution in [6] even though the problem (4) 

is not convex in the variable space u . After 

obtaining the optimal solution, we compute the rate 

ri according to Eq. (3) and truncate the video from 

top layers until the remaining video rate is below or 

equal to ri. This solution is termed as the static 

scheduling scheme.  

 

4. A Dynamic Scheduling Scheme 

To address the burstiness and delay requirement of 

video traffic, we develop a dynamic scheduling 

solution as follows. First, we convert the burstiness 

and delay requirement into rate requirements. 

Assuming that for user i, the total size of packets 

with deadline Tj is Lj, we define the target rate ir  

for user i as  

             ,max
tT

L

r
j

jk

k

j
i

   

where t is the current time. We next apply the same 

maximal scheduling rule as in Eq. (2), and consider 

the following max-min problem:  

         Maximize  min 

i

i

r

ur )(
                         (5) 

Essentially, if the optimal solution to (5)  ≥ 1, it 

indicates that all users can achieve their required 

rate using the maximal scheduling rule with the 

optimal solution u  in (5). Otherwise, the required 

rate for all users cannot be supported, and some 

packets may need to be dropped.  In [6], we also 

develop an algorithm to solve problem (5) 

optimally.   

 

Let the optimal solution to (5) be . We design the 

following packet dropping rule. If , the 

scheduler marks some packets to be dropped in the 

order of priority (which is based on their layer 

numbers). These marked packets are dropped 

unless they are un-marked before their deadline is 

passed. If , the scheduler un-marks some 

packets if there exist marked packets whose 

deadline has not passed. Typically, 1 . 

 

 

5. Performance Evaluation 

We perform extensive simulations to evaluate the 

performance of the proposed algorithms. We 

consider three reference schemes. The first scheme 

is Maximum capacity scheduling w/ FD (FD refers 

to frame dropping), where the user selection is 

based on maximum channel capacity and packets 

are dropped based on their priority at the time of 

buffer overflow in [11]. The buffer limit for each 

link is 110KBytes as used in [11]. Packets with the 

lowest priority are dropped first at the time of 

buffer overflow. The other two reference schemes 

are variations of the Maximum capacity w/ FD 

where different user scheduling algorithms are 

employed. The second scheme uses proportional 

fairness scheduling [9], and the third uses Modified 

Largest Weighted Delay First (M-LWDF) 

scheduling [3]. 

 

Figure 2 shows the average video quality with 8 

video sequences (as in Figure 1), with average 

wireless channel SINR values randomly generated 

with uniform distribution from 5dB to 20dB for 

each video client. Figure 3 shows the average video 

quality with the same 8 video sequences but their 

average channel SINRs are all equal and take 

values from 4dB to 20dB.  Simulation results 

suggest that both the static and dynamic scheduling 

schemes significantly improve video quality over 

existing wireless streaming solutions. 

 

6. Implementation Alternatives 

Implementing the solutions proposed in this paper 

in a real system, however, requires considering two 

design alternatives and addressing several 

interesting challenges. The solutions may either be 

implemented within the base station or on a 

gateway (e.g. the ASN Gateway in a WiMAX 

network). For implementation within the base 

station, one has to consider the overhead of deep 

packet inspection to identify video packets and 

their payload type or priority. Typically, there are 

much more base stations than gateways, and hence 

the cost of additional hardware per base station 

adds significant overhead for a network operator.  

 

For implementation on the gateways, there are two 

design considerations: (1) appropriate channel 

information has to be fed back to the gateways to 

assist in choosing the best user at each time.  (2) 

the channel information has to be fed back 
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frequently for leveraging channel fading 

characteristics effectively. While the former may 

require agreement through standardization between 

the base station and gateway manufacturers, the 

latter requires the tradeoff study of the frequency 

of information, the amount of information, the 

resulting efficacy of the scheduling algorithms with 

coarser feedback, and the scalability of gateways to 

a large number of basestations. Our current work is 

focusing on implementation of the algorithms on 

the gateways in a WiMAX testbed, and we are 

studying above issues. 

 

 

 
Fig. 3: Average PSNR of different schemes for 

each user. 

 

  
Fig. 4: Average PSNR of all users for each 

scheme 

 
7. Conclusion 

This paper proposes cross-layer solutions for 

streaming scalable video in wireless networks.  

We exploit both the scalable video characteristics 

of video sequences and the fading property of 

wireless channels to optimize the video 

transmissions. A static scheduling scheme and a 

dynamic one are developed to optimize the 

received video quality. Simulation results show 

that the proposed algorithms significantly improve 

the video quality. 
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Video transmission over wireless networks has 

been rapidly increasing in the past few years, 

spurred on by the widespread availability of 3G 

networks and the increasing market penetration of 

smartphones. Video delivery over wireless 

networks, however, poses some unique challenges 

primarily related to the underlying unreliability of 

wireless channels.  Specifically, packet losses are 

far more frequent and bursty than in wire-line 

networks. Since modern video codecs are 

prediction-based, packet drops during transmission 

lead to predictor mismatch or ``drift'' between 

encoder and decoder, which causing unpleasant 

visual artifacts.  

 

Traditionally, to provide a measure of error 

resilience for video, Automatic Repeat Request 

(ARQ) (i.e. re-transmission of packets) or Forward 

Error Correction codes (FEC) have been used.  

However, both ARQ and FEC schemes are not 

suitable for certain applications with very tight 

latency requirements. In particular, ARQ based 

schemes require packet retransmission, which 

incurs an additional delay of at least one round-trip 

time. ARQ schemes also require a feedback 

channel, and are not well-suited to 

multicast/broadcast scenarios. In the case of FEC, 

because long block lengths are required for strong 

codes, the usefulness of FEC-based schemes is 

limited by delay constraints. Further, with finite 

block length, FEC-based schemes can only 

mitigate the probability of error. When errors occur, 

they propagate until receiving next intra-coded data. 

Therefore, even when FEC codes are used, there 

still is a need to mitigate the effects of possible 

drift. 

 

In this paper, the authors send additional 

information alongside a regular predicatively coded 

video bitstream for the purpose of correcting drift. 

The auxiliary encoder and decoder are designed 

based on the principles of distributed source coding 

[1]. The key point to note here is that while the 

decoded frame may be in error due to drift, it is 

still highly correlated to the correct reconstruction. 

Thus, the decoded frame can be used as side 

information at the auxiliary decoder for the purpose 

of decoding the auxiliary bitstream. Due to the high 

degree of correlation between the decoded frame 

and the correctly reconstructed frame, the auxiliary 

encoder will typically need to send very few bits to 

correct the errors. 

 

In the theoretical distributed source coding setup, 

the correlation between the source and the side 

information is assumed to be known. In practice, 

the correlation between the original source frame 

and the erroneously decoded frame needs to be 

estimated since real-world video sources are highly 

non-stationary. The major contributions of this 

paper are firstly to design an analytically tractable 

correlation estimation algorithm that dynamically 

incorporates the effect of channel loss and secondly 

to devise a rate-distortion optimization scheme to 

allocate the bit rate used by the auxiliary encoder 

among the encoding blocks within a video frame. 

 

The authors compare the proposed system with the 

traditional approach of using FEC to protect the 

video bitstream and show that as the average burst 

error length increases the proposed system 

outperforms the traditional approach in terms of 

PSNR as well as visual quality. 

 

Future research on generalizing DSC over auxiliary 

channel(s) in multiuser/ cooperative/ multihop/ 

cognitive wireless environment where multiple 

channels exist can be exploited.  The multicast 

scenario can be also further studied [2]. 
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